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DEEP LEARNING-BASED HATE SPEECH DETECTION IN KAZAKH:
A HYBRID FRAMEWORK FOR ROBUST TEXT ANALYSIS

Annotation: This study presents a new intelligent system based on deep learning methods for the
automatic detection of hate speech in the Kazakh language. Particular attention is paid to the specific nature
of Kazakh as a resource-poor language, where the limited linguistic data poses significant challenges in
building reliable models. A multilingual data corpus covering a wide range of speech contexts was generated
and preprocessed using various online sources-social media, forums, and news portals. To improve efficiency
and generalization performance, a hybrid architecture was proposed, including convolutional neural networks
(CNNs), bidirectional long short-term memories (BiLSTMs), and Transformer attention mechanisms. An
evaluation using precision, recall, F1-criterion, and accuracy metrics demonstrated the superiority of the
proposed model over traditional machine learning algorithms. The results of the study make a significant
contribution to the development of automatic content moderation systems and promote the creation of a safer,
inclusive, and linguistically sensitive digital space for Kazakh-speaking users.

Key words: deep learning, hate speech, Kazakh language, text classification, natural language
processing.

Introduction

With the increasing digitization of communication in Kazakhstan, hate speech has become
more prevalent on social media platforms. Unlike physical aggression, digital hate can spread rapidly
and persistently, causing psychological harm. This research targets automated detection of such
harmful content using deep learning technigues tailored to Kazakh linguistic features[1].

Globally, cyberbullying remains a pressing issue. A WHO Europe study from 2024 reported
that approximately 11% of adolescents have been bullied at school, with about 12% admitting to
cyberbullying others. These figures align with Kazakhstan's statistics, indicating that the nation is not
isolated in this challenge. However, cultural, social, and infrastructural nuances necessitate localized
strategies to effectively address the problem [2]. Figure 1 represents the bar chart, which provides a
visual representation of various aspects related to cyberbullying in Kazakhstan, based on available
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reports and estimated statistics. The data categories and their corresponding estimated percentages
are as follows in the figure.

Cyberbullying Incidents in Kazakhstan (Estimated % Affected)
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Figure 1 — Cyberbullying dynamics in Kazakhstan

To combat cyberbullying effectively, leveraging technology is paramount. Traditional machine
learning models have been employed to detect harmful content; however, they often fall short in
understanding context, slang, and evolving language patterns. The integration of deep learning
algorithms offers a promising avenue. These models, particularly those based on transformer
architectures, can comprehend context more effectively, leading to improved detection accuracy.

This article introduces a deep learning-based algorithm designed to detect cyberbullying in
textual content with higher accuracy than existing approaches developed by Kazakhstan
researchers. Unlike traditional machine learning models, like SVM, KNN, Logistic Regression etc.
which often rely on handcrafted features and predefined keywords, the proposed algorithm leverages
advanced neural network architectures, such as transformers, to understand contextual nuances
and evolving online language patterns. Through extensive benchmarking, our model demonstrates
superior performance in precision, recall, and F1-score, significantly outperforming previous studies
in the field. This work highlights the effectiveness of deep learning in addressing cyberbullying,
paving the way for more robust and scalable solutions.

Related Works

Past studies in low-resource NLP have explored hate speech detection using classical
models like SVM and Naive Bayes. Recent advances incorporate LSTM and multilingual BERT
models. However, few address the agglutinative complexity and morphology of the Kazakh
language.

Cyberbullying detection has attracted substantial scholarly attention globally, with numerous
studies employing machine learning techniques to address this complex issue. Traditional algorithms
— such as Support Vector Machines (SVM), Decision Trees, Naive Bayes, and Random Forests —
have been widely applied, often in conjunction with feature extraction methods like Term Frequency
— Inverse Document Frequency (TF-IDF) and Count Vectorizer. These models have been evaluated
using standard metrics, including precision, recall, and F1-score, to determine optimal classifier-
feature combinations. Notably, contributions by Zh. Yessenbayev, Zh. Kozhirbayev, and A.
Makazhanov in the development of natural language processing (NLP) tools for the Kazakh
language have laid a foundational framework for the automated analysis of cyberbullying-related
textual data.

In recent years, deep learning approaches have demonstrated superior performance over
classical models in a variety of NLP tasks, including cyberbullying detection. Architectures such as
Long Short-Term Memory (LSTM) networks and Bidirectional Encoder Representations from
Transformers (BERT) have proven effective, particularly in handling the contextual and semantic
intricacies of under-resourced languages. Comparative analyses conducted by D. Oralbekova, O.
Mamyrbayev, Sh. Zhumagulova, and N. Zhumazhan have highlighted the advantages of LSTM and
BERT for named entity recognition in Kazakh, showcasing their capability to model the language's
complex morphological and syntactic features.

Focusing specifically on the Kazakh language, prior research has identified significant
challenges in text classification due to its agglutinative structure and morphological complexity.
Efforts to mitigate these issues have included the development of classification models incorporating
both textual and visual data, which have shown promise in enhancing performance in low-resource
environments. Additionally, the KazNLP pipeline — developed by Yessenbayev, Kozhirbayev, and
Makazhanov — provides a suite of tools for tasks such as text normalization, language identification,
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and sentiment analysis, all of which are essential for accurate and scalable NLP applications in

Kazakh.

Despite these advancements, current approaches to cyberbullying detection in Kazakh
remain limited by several critical factors. Chief among these are the scarcity of annotated corpora,
the absence of high-quality word and sentence embeddings, and the overall lack of linguistic
resources tailored to the language. These limitations hinder both the generalization and the
predictive accuracy of existing models. Consequently, there is an urgent need for the development
of extensive, high-quality annotated datasets and the adaptation of state-of-the-art deep learning
models capable of addressing the unique characteristics of Kazakh.

Cyberbullying detection in low-resource language contexts such as Kazakh presents a set of
persistent and multifaceted challenges. These include the highly variable linguistic expressions of
cyberbullying, the minimal availability of labeled training data, and the inherent complexity of lexical
relationships due to agglutination and inflection. Addressing these challenges is imperative for the
advancement of reliable, context-aware, and culturally sensitive cyberbullying detection systems.

Materials and Methods

A corpus of annotated hate speech was compiled from Kazakh social media and forum
comments. Preprocessing included text normalization, tokenization, and balancing via SMOTE and
augmentation. The model architecture combines CNN for feature extraction, BiLSTM for sequential
modeling, and a fine-tuned mMBERT layer for contextual understanding.

Effective cyberbullying detection in the Kazakh language critically depends on the quality and
diversity of the underlying dataset used for training machine learning models. Given that most
cyberbullying incidents manifest within user-generated content, primary data sources include social
media platforms, online forums, and public comment sections. These environments are fertile
grounds for collecting real-world instances of offensive, abusive, or harassing language reflective of
actual cyberbullying behavior in Kazakhstan.

Prominent platforms such as Facebook, Instagram, and VKontakte (VK) are extensively used
by the Kazakh-speaking population and serve as major channels where digital abuse is frequently
reported. These platforms feature a wide array of user interactions — including posts, comment
threads, replies, and private messages — where instances of harassment, trolling, flaming, and hate
speech often occur. Their widespread usage provides a representative linguistic context for capturing
naturally occurring abusive language patterns.

However, the process of collecting textual data from these sources presents significant
challenges. These include strict platform-specific privacy policies, legal and ethical concerns, and
technical limitations such as restricted access to public APIs. To mitigate these issues, we adopted
a hybrid approach combining publicly available data via official APls (where permitted) and ethical
web scraping techniques compliant with relevant data governance policies. In addition to social
media, we leveraged Kazakh-language news portals such as Tengrinews.kz and news.kz, which
offer structured discourse in the form of articles and reader comments. These portals typically feature
more extended dialogues, enabling the analysis of contextual cyberbullying that may evolve over
multi-sentence exchanges. Moreover, news comment sections often harbor higher concentrations
of hate speech due to their unmoderated nature, making them particularly valuable for corpus
construction.

A critical barrier encountered during the data preparation phase was the issue of class
imbalance. In the initial dataset, cyberbullying instances constituted approximately 98% of the
corpus, while non-cyberbullying samples made up only 2%. Such severe skewness in class
distribution impairs the learning capability of classification algorithms, resulting in models that default
to predicting the majority class and fail to generalize effectively.

To address this imbalance, several data rebalancing strategies were employed. These
included:

e Synthetic Minority Over-sampling Technique (SMOTE): Atrtificially generating new samples
of the minority class to enhance representation without redundancy.

o Data augmentation: Techniques such as back-translation, synonym substitution, and
paraphrasing were applied to expand both majority and minority class samples while preserving
semantic integrity.

e Undersampling: Selective removal of redundant or overly similar majority-class samples to
achieve a more equitable distribution.
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Furthermore, linguistic challenges unique to the Kazakh language — such as agglutination,
complex morphology, and flexible word order — compound the difficulty of building high-quality
datasets. These characteristics necessitate the development of specialized preprocessing pipelines
and embedding strategies, particularly in low-resource contexts where pre-trained models in Kazakh
are limited or underperforming.

In future research, efforts should be directed toward expanding the corpus with manually
annotated, context-rich examples of both cyberbullying and non-bullying language. Ethical
considerations must remain paramount, ensuring user anonymity, data protection, and adherence
to platform terms of service throughout the data collection and model deployment processes.

Proposed model

The proposed model is a hybrid architecture that integrates the strengths of Convolutional
Neural Networks (CNN), Bidirectional Long Short-Term Memory (BILSTM), and an attention
mechanism. This combination is particularly effective for capturing the contextual, morphological,
and semantic nuances of the Kazakh language, which is a low-resource, agglutinative language.
Figure 2 illustrates proposed model architecture.
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Figure 2 — Proposed model architecture
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Model Components:
Input Layer.
Receives a tokenized Kazakh-language sequence padded to a fixed length (e.g., 256 tokens).
Embedding Layer.
Transforms token IDs into dense vector representations of 128 dimensions, with an option to use
pretrained multilingual embeddings such as mBERT or XLM-R. Dropout is set to 0.2.
CNN Branch.
A ConvlD layer (128 filters, kernel size = 3, padding = "same") captures local n-gram patterns,
followed by a ReLU activation and GlobalMaxPooling1D to extract the most salient features.
BIiLSTM Branch.
A Bidirectional LSTM (64 units, return_sequences=True) models long-range dependencies in both
directions, reflecting the flexible word order and rich morphology of the Kazakh language. A
GlobalMaxPooling1D layer is applied before merging.
Transformer Branch.
A multi-head self-attention block consisting of MultiHeadAttention (4 heads, key _dim = 32), layer
normalization, a feed-forward sublayer (128 units), and 0.1 dropout, followed by
GlobalAveragePooling1D.
Feature Concatenation.
Outputs from the three parallel branches are concatenated into a unified feature vector.
Dense Block.
Two fully connected layers:
Dense(128, activation="relu") with 0.3 dropout,
Dense(64, activation="relu") with 0.3 dropout.
Output Layer.
A Softmax layer produces a probability distribution over the two classes: cyberbullying and non-
cyberbullying.

The input to the model consists of tokenized text sequences limited to 256 words, which are
transformed into 300-dimensional dense vectors via an embedding layer. Feature extraction is
carried out through three parallel computational branches:

e The CNN branch applies 256 convolutional filters (kernel size = 3) to capture localized n-

gram patterns, followed by global max pooling to retain the most salient features.

e The BILSTM branch utilizes 128 units in each direction (forward and backward) to learn
contextual dependencies within the sequence. A max pooling layer condenses the output
into a fixed-length representation.

e The Transformer branch employs a multi-head self-attention layer (4 attention heads, key
dimension = 64) to model long-range dependencies in the sequence. This is followed by layer
normalization and pooling operations.

The outputs from all three branches are concatenated into a unified 812-dimensional feature
vector. This combined representation is then processed through two fully connected dense layers
containing 256 and 128 neurons, respectively. To prevent overfitting, dropout regularization is
applied at rates of 50% and 30%. The final output layer, activated by softmax, contains two neurons
corresponding to the binary classification labels.

This architecture leverages CNNs for local pattern detection, BILSTM for context-aware
sequence modeling, and Transformer attention for global semantic understanding. By effectively
addressing key challenges such as long-term dependencies, linguistic complexity, and class
imbalance, the model achieves superior performance relative to traditional machine learning
approaches. As aresult, it offers a robust and scalable solution for automated cyberbullying detection
in Kazakh-language content.

The integration of CNN and BILSTM enables the model to extract both localized patterns and
sequential context, while the Transformer branch adds the ability to capture broader semantic
relationships across the entire text. This hybrid architecture demonstrated superior performance
compared to models relying on a single type of feature extractor.

Loss Function

The model is trained using categorical cross-entropy, which is appropriate for two-class softmax
outputs and provides stable gradient behavior for text classification tasks. This loss function
effectively penalizes incorrect predictions and guides the model toward accurate discrimination
between cyberbullying and non-cyberbullying content.
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Optimizer

Training utilizes the Adam optimizer with a learning rate of 0.001, chosen for its adaptive
learning capabilities and strong performance on hybrid NLP architectures. Adam combines the
benefits of momentum and per-parameter learning rate adjustment, enabling faster and more reliable
convergence compared to traditional optimizers such as SGD.

Batch Size and Epochs

The model is trained with a batch size of 32-64 for a total of 10-12 epochs, which provides a
balance between computational efficiency and generalization quality. Early stopping is applied to
monitor validation loss and prevent overfitting, ensuring that training halts once optimal performance
is reached.

Evaluation metrics and Results

To evaluate the performance of the proposed machine learning and deep learning models
for cyberbullying detection, several standard classification metrics were employed. These metrics
are essential for understanding how well a model is able to distinguish between cyberbullying and
non-cyberbullying content, particularly in the presence of class imbalance.

Accuracy:
Accuracy is defined as the ratio of correctly predicted instances (both true positives and true
negatives) to the total number of predictions. It provides a general measure of the model's overall
correctness. However, in imbalanced datasets-such as those commonly encountered in
cyberbullying detection-accuracy may not provide a reliable indicator of performance, as it can be
disproportionately influenced by the majority class.

Accuracy = (TP + TN) / (TP + TN + FP + FN) @8]

Precision (Positive Predictive Value):

Precision quantifies the number of true positive predictions (correctly identified cyberbullying
instances) relative to the total number of instances predicted as positive (both true positives and
false positives). High precision indicates a low rate of false positives, which is particularly important
in automated content moderation systems to avoid incorrectly flagging benign content.

Precision = TP / (TP + FP) (2)

Recall (Sensitivity or True Positive Rate):

Recall measures the model’s ability to correctly identify all relevant instances of cyberbullying.
It is the ratio of true positive predictions to all actual positive cases (i.e., both detected and undetected
instances of cyberbullying). High recall is crucial in safety-critical applications where failing to detect
harmful content can have serious consequences.

Recall = TP / (TP + FN) 3

F1-Score:

The F1-score is the harmonic mean of precision and recall, providing a balanced measure
that takes both false positives and false negatives into account. It is especially valuable in
imbalanced datasets, where relying solely on accuracy can be misleading. A high F1-score indicates
that the model maintains a good balance between precision and recall.

F1 =2 * (Precision * Recall) / (Precision + Recall) (4)

The comparative evaluation demonstrates a clear performance advantage of the proposed
hybrid model over traditional machine learning approaches. Classical classifiers such as Naive
Bayes, Logistic Regression, Random Forest, and SVM achieve accuracy values in the range of
78.5%-84.7%, with corresponding F1-scores between 75.0% and 82.3%. Although SVM performs
best among the baselines, its recall and F1-score remain notably lower than those of the hybrid
architecture. In contrast, the proposed model achieves a significantly higher accuracy of 92.8% and
an Fl-score of 91.2%, indicating superior consistency across all evaluated metrics. These results
highlight the effectiveness of integrating CNN, BIiLSTM, and Transformer components, which
collectively capture local patterns, long-range dependencies, and semantic relationships more
comprehensively than single-method classifiers (Table 1).

The performance table clearly demonstrates that deep learning approaches — particularly
hybrid architectures — are far superior to traditional machine learning models in the context of
cyberbullying detection for the Kazakh language. This superiority stems from their ability to learn
semantic, syntactic, and contextual features automatically from text, a critical need for
morphologically rich and low-resource languages like Kazakh. Figure 3 illustrates bar chart results
comparison.
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Table 1 — Proposed model results vs ML algorithms

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%)
Naive Bayes 78.5 76.2 73.9 75.0
Logistic Regression 81.0 79.8 77.2 78.5
Random Forest 83.4 82.1 80.0 81.0
SVM 84.7 83.5 81.2 82.3
Proposed Hybrid Model 92.8 91.6 90.8 91.2

Performance Comparison of Models for Cyberbullying Detection
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The proposed model shows strong accuracy and has the potential to become a core
component of real-time moderation systems with additional refinement. Its robust performance
across all evaluation metrics suggests that the architecture is well-suited for handling the linguistic
complexity of Kazakh-language social media content. With further optimization and deployment-
focused tuning, the model could be integrated into automated monitoring pipelines to assist platforms
in detecting harmful or abusive communication more effectively.

The results visualization is given on the figure below.

Conclusion and discussion

This study presents an effective deep learning-based approach for hate speech detection in
Kazakh. Future research will focus on expanding the corpus, improving efficiency, and adapting the
framework for real-time moderation systems.

Given the linguistic complexity and under-resourced status of the Kazakh language,
developing accurate and scalable hate speech detection models remains a challenging task. The
proposed model demonstrates that hybrid architectures — combining Convolutional Neural Networks
(CNNs), Bidirectional LSTM networks, and Transformer-based attention mechanisms — are capable
of effectively capturing both the local word patterns and long-range semantic dependencies that
characterize hateful language. However, the generalizability of such models still depends heavily on
the diversity and size of the training corpus. In this article we are representing implemented multi
attentions inside of Bi-LSTM cell, which gave us possibility to analyze the text semantically in both
sides: forwards and backwards. This opportunity was implemented due to complex Kazakh language
lexical and morphological structure and to get clear with the semantic meaning of the text reader
should keep the sequence backwards.

In subsequent stages, emphasis will be placed on curating a more extensive, balanced, and
manually annotated dataset representing diverse sources, dialectal variations, and context-specific
nuances of Kazakh online discourse. Special attention will be given to the annotation of subtle and
implicit forms of hate speech, which are often context-dependent and challenging to detect using
surface-level features alone.

To enhance computational efficiency, future work will explore model compression techniques
such as knowledge distillation and pruning. These techniques aim to reduce the memory footprint
and inference time, making the model suitable for deployment in low-latency environments such as
mobile applications or edge devices.

Furthermore, integration with real-time content moderation pipelines will be prioritized. This
includes adapting the model to work within social media platforms, online forums, and news
comment sections through streaming APIs. The system will be designed to support human-in-the-
loop moderation, enabling content reviewers to interpret attention weights and model confidence
scores for each flagged instance.
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Lastly, cross-lingual transfer learning techniques will be investigated to leverage annotated
corpora from related Turkic languages. This strategy may improve detection performance in cases
where labeled Kazakh data is sparse, offering a promising direction for multilingual hate speech
detection across Central Asia and beyond.
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OBHAPYXEHME A3bIKA HEHABUCTU HA KA3AXCKOM A3bIKE HA OCHOBE IMNYBOKOIO
OBYYEHUA: TMBPUOHAA CUCTEMA AnA HAOEXXHOIMO AHAINU3A TEKCTOB

B daHHOM uccnedosaHuu npedcmasnieHa HO8asi UHMeseKkmyanbHass cucmema, OCHO8aHHasi Ha
memodax ar1yb6oko20 0byyeHusi, npedHa3HavYeHHas1 019 a8moMamu4eCcKo20 ObHapy)XeHUS A3bika HeHasucmu
Ha Kasaxckom s3bike. Ocoboe sHuMaHue ydeneHo crieyughuke Ka3axcKozo s3blKka Kak MasiopecypcHoeo, 2de
02paHU4YeHHOCMb JTUH28UCMUYECKUX OaHHbIX c030aem 3Ha4YumesibHble mpyOHOCMU [IpU [10CMpPOoeHUU
HadexHbix Moleriel. Ha ocHose pasnuyHbIX OHMAAUH-UCMOYHUKO8 — couyuasbHbIX cemel, ¢hopymos u
HOBOCMHbIX Mopmarnoe — Obi1 cgopmuposaH U rpedobpabomaH MHO20513bI4YHbIU KOPryC OaHHbIX,
oxeamblgarouuli LWUPOKUU CreKmp peyesbix KOHmMeKcmos. s noebiweHus1 aghghekmusHocmu npeodnoxeHa
eubpudHasi apxumekmypa, eKrr4Yaruwas ceEpmoyHbie HelpoHHble cemu (CNN), OsyHarnpasneHHbie
0on120CcpoYHbIe KpamKocpoyHble namsmu (BiLSTM) u mexaHu3mbl eHumaHusi Transformer. [NposedéHHas
OUEHKa o Mempukam moy4yHocmu, nosHomel, F1-kpumepus u docmogepHocmu rnokasarsa rnpeesocxodcmeo
npednoxeHHoU Modenu Had mpaduyuUoHHbIMU anzopummMmamMu MawuHHo20 obyqeHus. Pesynbmambi
uccrnedosaHusi 8HOCSIM 3Ha4YuUMbIl 8Kknad 8 pasgumue cucmeM asmomMmamuyeckol modepayuu KOHmMeHma,
mexHosnoeull aHanusa MmMeKcmoe Ha Ka3axCKoM s3blke U criocobcmeyom ¢hopmuposaHuro b6onee
6e30racHo020, UHK/IIO3UBHO2O U ycmolyueoz2o yugpoeo2o rnpocmpaHcmea O/l Kal3axCKOSI3bIYHbIX
rnonb3oeamersied.

Knroyeenie cnoea: enybokoe obydeHue, s3bIK 8paxobl, Ka3daxcKull s3bIK, Krnaccugukayus mexkcma,
obpabomka ecmecmeeHHO20 S3bIKa.
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KA3AK TINIHAEN TEPEH OKY HETI3IHAEI ek kepywinikti AHbIKTAY: MOTIHAI TAJIAAYFA
APHAINFAH r’MBPUATI XK¥MbIC.

byn 3epmmey Ka3sak miniHoeai ek Kepywlirnik ce30epiH asmomammel mypde aHbiKmayra apHarsfFaH
mepeH oKbimy adicmepiHe HeziddesneeH XxaHa uHmersiekmyanobl XyleHi ycbiHaldbi. Kazak miniHiH pecypcbl
a3 min pemiHdeai epekweniziHe epekwe Ha3ap aydapbinadbi, MyHOa wekmeyni mindik depekmep ceHimoi
yreinepdi Kypyda eneyrni KubiHObIKmap myfbi3adel. Celney KOHMeKcmmepiHiH KeH ayKbIMbIH KaMmumbiH
kenmindi depekmep Koprnycbl opmypsi OHnaliH-ke3d0epdi — oneymemmik Mmedua, opymdap XoHe
XKaHarnbikmap nopmarndapbiH natidanaHy apkbiibl xacanobl xoHe andbiH ana eHAendi. Tuimdinikmi apmmabipy
YWiH aubpudmi apxumekmypa YCbiHbINObI, OHbIH iWiHOe KOHeonroyusinblK HelpoHObiK xeninep (CNN), eki
XKaKmbl y3aK Kbicka Mep3imMOi xaldbinap (BiLSTMs) xoHe TpaHcghopmamopOsiH Hasap aydapy mexaHu3moepi.
Hondik, ecke mycipy, F1 kpumepulii xoHe dandik kepcemkilumepiH KordaHy apkbiiibl 6aranay yCblHblFaH
moOesnib0iH dacmyprii MawuHarbIK OKbImMy an2opummoOepiHeH apmblKWbINbIFbIH KOPCemmi.
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3epmmey Hemuxenepi Kazak miniHO0eai MmemiHOepdi eHOeyOdiH 3amaHayu adicmepiH xemindipyae,
mMa3MyHOblI asmomammbl mypde modepayusinay XxyleciH dambimyFra xoHe Kazakmindi naddanaHywhbinap
YWIH Kayircia, UHKT3Uusmi XeHe mypakmbi UUGPIIbIK SKOXYUe KanbinmacmbipyFra eneysi yiec Kocadsbl.
Tyliin ce30ep: mepeH binim, ewneHOinik, Kazak mini, MemiHOi xikmey, maburu min eHoey
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