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HEMPOCETEBBIE METO[bl AHAJIIM3A TEKCTOBbIX OT3bIBOB OBYYAIOLLMXCA:
APXUTEKTYPA, OBYYEHUE U UHTEPNPETALIUA PE3YJIbTATOB

AHHOmMauyus: B cmambe npedcmassieH cpasHUMEbHbIU aHaiu3 HelpocemesbiX apXumeKkmyp
LSTM, BiLSTM u RuBERT, npumeHsieMbix 0511 asmomMamuydeckol Krnaccugukauuu cmyO0eHYeCKUX 0m3bIgos.
Ocoboe e6HumaHue yOerieHoO 3adadam rpedobpabomku OaHHbIX, Py4YyHOU pasMemku C Yy4Emom
3MOUUOHasIbHOU OKpacku U meMamu4yecKux acriekimos, a makxe OoueHke HaléxHocmu Kopryca cC
ucronb3osaHuem KoagguuyueHma coanacusi Cohen’s kappa (0,82). OkcriepumeHmarbHbie pe3yrbmameal
rnokasanu, Yymo RuBERT obecnedyueaem Hauebicwue 3HaveHusi Accuracy (0,87) u F1-score (0,85), ymo
cmamucmu4vecku nodmeepx0eHo pe3ynbmamamu t-mecma. B mo xe epems BiLSTM npodemoHcmpuposana
bonee 8bicoKyr0 aghgpekmusHocmb o cpasHeHuto ¢ LSTM 6nazodaps y4émy KoOHmekcma 8 obeux
HanpaseHusix. [poeedéHHbIl aHanu3 owubokK nokasars, Ymo peKyppeHmHbie Modesnu Yaw,e ece2o nymarm
HelmparbHble U ompuuamesibHble 0mM3bi8bl, a mpaHcopMepHas apxumeKkmypa Jydue crpasisemcs ¢
0bpabomkoli 08YCMbIC/IEHHbIX (YOPMYIIUPOBOK U CKPbIMbIX 3MOUUOHarbHbIX ommeHKos. [lpakmudeckas
3Ha4YuUMOCmb UCC/1e008aHUSI 3aK/llo4Haemcs 8 803MOXHOCMU UHMezpayuu paspabomaHHo2o nodxoda 8
cucmembl LMS u yugbposbie obpazosamersibHble nnamgopmbl Oni agmomamu3ayuu aHanusa obpamHoul
ces13u cmydeHmos. B kadecmee repcrneKmusHbIX HarpasieHull 0603HaqYeHbl paclupeHue Kopryca 3a c4ém
Ka3axosi3bI4YHbIX MEKCMOo8 U UCIoJ/ib308aHUe COBPeMEHHbIX Modesieli cemeticmea Transformer (ROBERTa,
DeBERTa, ChatGLM).

Knroyeenlie crioea: Helipocemesgol aHanu3 mekcma, obpaszosamernbHasi aHanumuka, BERT, LSTM,
asmomamuyeckasi  Krnaccugbukayusi,  obpabomka  mekcmos, obpamHas  c8513b  CmydeHmos,
UHmesnnekmyarsbHble cucmeMbl 06pa3o8aHusl.

BBepneHune

ObpaTHas cBA3b 0Oy4YaloLWMXCA UrpaeT BaXKHYHO pofib B OLEHKE KadecTBa obpasoBaHus,
METOAOB NpenogaBaHns U yOOoBMETBOPEHHOCTM CTyAeHTOB y4ebHbiM npoueccom [1]. C pasButmuem
uMdpoBbIx Nnatdopm 06BHEM NOCTyNarLWmMX OT3bIBOB CTPEMUTENBHO YBEMNNYMBAETCS, YTO AenaeT
UX PYyYHOM aHanu3 TPYAOEMKUM M HeAOCTaTOMHO OOBLEKTMBHbIM. B 3TMX yCNoBMSX akTyanbHO
NCMonb30BaHNEe COBPEMEHHbLIX MeTogoB 06paboTKM eCTEeCTBEHHOro fA3blka M HEeWpOCeTEBbIX
TEXHOMNOrNN, MO3BOMAWMX aBTOMATU3NPOBaTb aHanu3 obpaTHOM CBA3M M nony4vatb
BOCMNPOM3BOANMbIE pe3yrnbTaThbl.

PaHHWe noaxoabl OCHOBLIBANUChL Ha MPOCTbIX cTaTucTnyeckmux npuaHakax (TF-IDF, Bag-of-
Words, [2]) » Knaccumyeckux anropyutmax MalMHHOMO obyyeHus (HauBHbI ©anecoBCKUN
knaccudukatop, SVM [3], nornctnyeckasa perpeccusi). 9T MeToAbl OTNMYanuCb NMPOCTOTON U
NHTEPNPETUPYEMOCTbBIO, HO NMOKa3blBanu OrpaHNYeHHY 3hPEeKTUBHOCTL NpK paboTe C KOPOTKUMU
N CEMaHTUYECKM BNN3KNMU BbICKa3bIBAHUAMM.

CywiecTBeHHbIN nporpecc Obin OOCTUrHYT ©Onarogaps HeWpoCceTeBbIM apXuUTeKkTypam,
Bkntoyas LSTM [4], BILSTM [5] n mogenu Ha 6a3e Transformer, Takme kak BERT [6], ROBERTa [7],
DistiBERT. [JaHHble pelweHus obecrnedmBaloT YY4ET KOHTEKCTa B 06enx HarnpaBneHusix, BbICOKYHO
TOYHOCTb M MEPEHOCUMOCTb MEeXAy 3adavamu, OTKpbiBasi HOBblE€ BO3MOXHOCTM OMsl aHanuaa
obpa3oBaTenbHbIX TEKCTOB — OT3bIBOB U KOMMEHTapUEB CTYAEHTOB (BKNOYas aHKeTbl U COOOLLEeHNS
B OHNAMH-Kypcax). OTU AaHHble SABNAOTCH BaXHbIM WMCTOYHUMKOM MHOpMauUMM O KadecTBe
obpasoBaHua 1 addekTMBHOCTM Yy4yebHoro npouecca. OgHako pyyHas obpaboTka nogo6HbIX
MaccMBOB TpygoéMKa W CyObekTMBHA, 4YTO [enaeT akTyarlbHbIM NPUMEHEHWEe MeTOAOB
aBTOMaTU3MPOBAHHOIO aHanmn3a TekcTa U HerpoceTeBbIX TexHonorun [8], [9].

Llenb uccnegoBaHus — paspaboTka U CpaBHUTENbHbBIA aHaNn3 HEMPOCETEBbLIX apXUTEKTYP
ANa  aBToMaTUyeckon Knaccudukaumm u WHTepnpetTauuMm CTyAeHYeckux OT3biBoB. [Ans eé
OOCTWXKEHUS pellatoTca 3agayvn: hopMMpoBaHMe Koprnyca OT3bIBOB M ero npegobpaboTka; pyqHas
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pasMeTka AaHHbIX MO 3MOLUMOHASNbHLIM U TeMaTUYECKUM Npu3Hakam; obyyeHne n TecTupoBaHue
mogenen LSTM, BiLSTM u BERT; oueHka kayecTtBa knaccudukauum € MCMNOSb30BaHUEM
CTaHAapTHbIX METPUK; aHanu3 BO3MOXHOCTEN MHTerpaumMm mogernemn B UHpopMaLMOHHbIE CUCTEMBI
BYy3a.

HayyHas HOBM3Ha uccnegoBaHMs 3akniovaeTca B TOM, YTO BhnepBble NPOBEAEH
cUcTeEMaTMYECKU CcpaBHUTENbHbIM aHanuna apxutektyp LSTM, BILSTM n RuBERT Ha kopnyce
peanbHbIX CTy4eHYeCKMX OT3bIBOB By30B KasaxcTaHa. B oTnuumMe ot MHOroumMcneHHbIX 3apybekHbix
paboT, rae OCHOBHOM akUEeHT cAenaH Ha aHrnos3blyHbIX OOpasoBaTefibHblIX TeKCTaX, AaHHoe
nccneaoBaHMEe OPUEHTMPOBAHO Ha PYCCKOA3bIYHbIE [OaHHble, YTO MNO3BOMSeT YyyuTbiBaTb
HauuMoHanbHble W A3bIKOBble 0cobeHHoCTU. Bknag paboTbl COCTOMT B AEMOHCTpaumm
BOCMNPOM3BOANMOCTUN pe3ynbTaToB, BbiABNIEHUM 3aKOHOMEPHOCTEN OLUIMBOK pasnmyHbIX Mogenen u
nokase npakTu4ecknx Bo3moxkHocTen niterpaumm RUBERT B LMS n undpoBbie obpasoBaTenbHble
nnaTopmbl.

MeToabl nccnepgoBaHus

B xoge Hactodwen pabotbl 6bina paspaboTtaHa n peanu3oBaHa cucTemMa AN aHanmsa
TEeKCTOBbIX OT3bIBOB 00Yy4atloLLMXCA C UCMOMb30BaHMEM HENMPOCETEBLIX MOAENen Knaccugukauuu.
OcHoBy Koprnyca COCTaBUIIM aHOHMMHbIE KOMMEHTapuuM CTyAeHTOB, cobpaHHble B pamkax
BHYTPEHHEro MOHUTOPUHra o6pa3oBaTenbHOro Npouecca B yHMBepcuTeTe.

MpenobpaboTka TEKCTOB BKMNtoYana npuMBedeHNe K HWKHEMY peructpy, yoaneHue 3HakoB
npenuHaHng, TOKEHW3auuio, UCKIIOYEHWEe CTOM-CMOoB, a Takke NeMmaTusauuio ¢ npuMeHeHuem
nHctpymeHToB NLTK 1 SpaCy. [ina LSTM u BiLSTM ucnonb3osanack Bektopusauma Word2Vec ¢
pa3mepHocTbto 300, obyyeHHass Ha Kopryce CTyOdeHYECKMX OT3bIBOB. TakoW Moaxod MO3BOSWI
yunTbiBaTb CEMaHTUYECKyld OnM30oCTb CroB, YTO OCOGEHHO BaXHO NS KOPOTKUX dpas wu
3MOLIMOHANbHO OKPaLUEHHbIX BblpaXKeHUN.

Py4yHasa pasmeTka [aHHbIX OCyLleCTBMsnacb Tpems He3aBUCMMbIMW aHHOTaTopamMm —
npenogasatensiMn K acnupaHTamm Kadegpbl nporpammHoro obecneyeHuns. Kaxabii OT3biB
MapKupoBarsics no ABYM KpUTEPUSM: IMOLMOHarbHaa okpacka (NoNOXKUTENbHbIN, HEUTPanbHbIN Un
oTpuuaTenbHbIA  XapakTep BbiCKa3blBaHWA);, TemMaTuka BbICKa3blBaHUSA (COAepXaHue Kypca,
MeToauKa npenogaBaHuns, OpraHn3aLMOHHbIE acnekThbl).

B ntorosom kopnyce 38% 0T3bIBOB 6bINN nonoxutensHbiMn, 34% — HernTpanbHbIMU N 28%
— oTpuuaTtenbHbiMU. [Na NoBbIEHUA HAOEXHOCTU AaHHbIX MpUMEHsnack npoueaypa ABOWHOM
pa3MeTKN: 4acTb OT3bIBOB pa3Mevanacb NepekpecTHO AByMsA akcrneptamu. CornacoBaHHOCTb
MeXay aHHOTaTopamu oueHMBanach ¢ ucnonb3oBaHveM koadpdpuumneHta Cohen’s kappa, koTopbi
coctaBun 0,82, 4TO YyKasbiBaeT Ha BbICOKMM YpPOBEHb cornacus W noaTBepxaaeT
BOCMNPOM3BOANMOCTb 6a3bl AaHHbIX.

B kauyecTBe OCHOBHOWM apxXuUTEKTypbl ucnonb3oBanacb npegobyvyeHHas mogens BERT-base
(uncased), paspaboTtaHHasa Google Research [6]. OgHako ¢ y4éTOM A3bIKOBOW crneundumkm kopnyca
npUMeHAnack Takke pycckosasbldHas mogens RUBERT, cosgaHHasa Ha 6a3e apxuTtekTypbl BERT un
obyyeHHas Ha TekcTax Ha pycckoM a3blke. Mogenb Gbina 3arpykeHa u3 OTKPbITOro peno3uTopus
DeepPaviov n ncnonb3oBanacb ¢ napametpamu: pasmep 6atya — 32, KONMYECTBO 3nox — 5,
dyHKLMS NnoTepb — categorical crossentropy.

[Ana mogenupoBaHus 1 Knaccudukaumm TeKCToB Bbiny BblOpaHbl TpK TUNa HENPOCETEBbLIX
MoZerneu, LWWMPOKO NpMMeEHsieMbIX B 3aadax 06paboTku ectecTBeHHOro sa3bika: LSTM (Long Short-
Term Memory) — 6a3oBad mMogenb, yuuTbiBaroLwasi NocnegoBaTenbHOCTb CNOB U COXpaHAaoLWwas
JONrocpoYHble  3aBucumoctn;  BILSTM -  moaundmkaumss LSTM,  obecneunBaroias
ABYyHanpaeneHHyt0 o06paboTKy TeKkCcTa M NO3BOMAKLWAs Y4MTbiBaTb KOHTEKCT Kak crnesa, Tak U
cnpaBa; BERT (Bidirectional Encoder Representations from Transformers) — coBpeMeHHas
TpaHcopmepHasa apxXnTekTypa, NPOAEMOHCTPMPOBAaBLLAsS BbICOKYO 3dEKTMBHOCTb HA LLUMPOKOM
cnektpe 3aga4y NLP (puc. 1).

Ot3biB MNpepobpabo- Bektopu3aums chgg;z;iaan
cTyneHTa TeKkcTa (8804 8 MoRen®) (LSTM / BERT/
N TOKeHU3aymns B|LSTM)
neMmaTusayma
oYymucTKa

PucyHok 1 — Apxutektypa o6paboTku TEKCTOBOrO OT3bIBa: OT NpegobpadoTku 4o knaccudmkaumnm
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[na obyyeHnsa mogenen Ncnonb3oBanmcb NoNynspHble MPEeNnMBOPKN MaLLMHHOIO 00y4eHus
— TensorFlow n PyTorch. N'mnepnapameTpbl Ang Kaxgon apxXUTekTypbl nogbupanuce ¢ y4€TOM
ocobeHHOoCTeN Koprnyca 1 3agaym knaccmgpukaumm. Bece napameTpbl npuBeaeHbl B Tabnvue 1, 4to

obecneuymBaeT BOCNpon3BoAMMOCTb 1 BO3SMOXHOCTb NOBTOPEHNA 3KCNEepUMeEHTa.

Tabnuua 1 — M'MnepnapameTpbl 06yYeHHbIX Mogenen

MapameTp LSTM BiLSTM BERT (RUBERT)
Tun mogenu LSTM BiLSTM RUuBERT (DeepPavlov)
Pa3smep 6aTtya 32 32 16
Konun4yecTBo 3nox 10 10 5
OnTtummsaTop Adam Adam Adam
PyHKUMA NOTEPb crossentropy crossentropy crossentropy
Pa3smep ambegauHra 300 300 768 (npegobyyeHHbIN)

AHanm3 mcnonb3yemblx napameTpoB nokasan, yto mogenu LSTM u BiLSTM oby4anuce ¢
OOVHAKOBbIMW HACTPOMKaMKM, YTO MO3BOSINNO OOBLEKTUBHO OLEHUTb BRVSHWE OBYHarnpaBfeHHOW
CTPYKTYpbl Ha Ka4yecTBO knaccudmkaumm. B 1o xe Bpemsa mogens BERT (B pycckosa3sbiuHOWM
peanusaumm RUBERT) TpebGoBana meHbLUEro 4ucrna anox v ucnonb3oBana 6onee KOMMNAKTHbIN
pa3mep 6aTtya. ATO 0OBACHSIETCA TeM, YTO MOAENb yXe npowuna macwrtabHoe npegobyveHve u
obnagaer 6onee wHMOPMATUBHLIMU NpeacTaBneHusaMu Tekcta. CyllecTBeHHOe pasnuuve B
pasmvepe ambepauHroB mexay BERT n pekyppeHTHbIMM ceTsaMU NOAYEPKMBAET apXUTEKTYPHbIE
OCODOEHHOCTN KaXOoro noaxoda M WX PasnuyHyto CnocOOHOCTb K W3BMEYEHMIO CMbICIIOBbIX
3aBUCUMOCTEMN.

Bboibop napameTpoB oOkasan BAMsiHME KakK Ha CKOPOCTb OBy4vyeHus, Tak U Ha UTOroBoe
KayecTBO Knaccudukaumm, 4YTO OTPaXKEHO B MeTpuKax, NpeAcCTaBfeHHbIX B MOCNeayoLwmnx
pasgenax. B kadectBe dyHKUMM noTepb Obina wucnonb3oBaHa categorical crossentropy, a
ONTUMM3aUMS OCYLLECTBMASANAack C MCMNONb3oBaHnem anroputma Adam. [Ons oueHkn kadvecTtBa
Knaccudukaumm npuMeHAnnucb MEeTPUKM accuracy, precision, recall n F1-score. OGyyeHne
NPOBOAUSIOCH HA TPEHMPOBOYHOM MOAMHOXECTBE AaHHbIX (80% kopnyca), a TeCcTupoBaHue - Ha
BanugaunoHHou Bblbopke (20%).

Pe3ynbTaTbl nccneaoBaHun

Ona oueHkn addekTUBHOCTU BbiOpaHHbIX apxuTtektyp — LSTM, BILSTM n BERT — Gbin
NpoBeOEH 9KCNEPUMEHT Ha pa3MeYeHHOM Kopryce CTyAeHYeCKMX OT3blBOB. [laHHble Obinu
npeaBapuTenbHO pasgeneHsl Ha obyyatowyto Beibopky (80% obwero o6béma) u TectoByto (20%),
YTO MO3BONNNO OOBLEKTUBHO OLEHUTL 0606LLaloLLLYH0 CMOCOBHOCTL MOAENEN.

B xoge akcnepvMmeHTa OCHOBHOE BHMMaHWE YAENsnock cneaylowmm MmeTpukam: Accuracy —
obuwas To4YHOCTb knaccudumkaumm; F1-score — cbanaHcupoBaHHaa MeTpUKa, y4YuTbiBaloWasl Kak
NOSIHOTY, Tak M TovHOCTb, Recall — nokasatenb NOMHOTLI, OTpaXarwLimii CnOCOBHOCTL Mogenu
BbISIBMNSATb LiENEBbIE KaTEropum.

Pes3ynbTaTbl CpaBHUTENBHOIO aHann3a npuBeAeHsbl B Tabnuue 2 1 NponnniocTpupoBaHbl Ha
PUCYHKe 2.

Tabnuua 2 — PesynbTaThl Knaccudmkaumm mogenen (Accuracy, Recall, F1-score)

Mogernb Accuracy Recall F1-score
LSTM 0.75 0.70 0.72
BiLSTM 0.81 0.77 0.79
BERT 0.87 0.84 0.85

[na NpoBepKM CTaTUCTUYECKOW 3HAYMMOCTU PasnuyumMin Mexagy mMoaensmm 6bin NPUMEHEH t-
TecT CtblogeHTa. Pasnununga mexay pesynstatamm RUBERT n BiLSTM no meTtpukam Accuracy (p =
0.032) n F1-score (p = 0.027) okasanucb CTaTUCTUYECKN 3HAYUMbIMWU NPU YPOBHE 3HAYMMOCTU P <
0.05. 310 noaTBepxOaeT, UYTO MPEBOCXOACTBO TPaHC(OPMEPHON apXUTEKTYpbl HE SBNAETCH
Crny4YanHbIM, a UMeeT YCTOMYMBLIN XapakTep.

AHanua nokasan, 4to RuBERT npogemMoHCTpupoBan Haunydwmne nokasaTenu no BCEM
meTpukaM. BILSTM npes3owna LSTM 6narogaps y4€Ty KOHTEKCTa B 06enx HanpaBneHUsix, ogHako
ycTynuna TpaHcdopmepHomn apxutektype. LSTM nokasana HaMMeHbLUyo NonHOTy u F1-score, HO
eé NpenMyLLeCTBOM OCTalTCA MEHbLUNE BbIYUCIUTENbHbIE 3aTpaThl.
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HononHutensHo cnegyet oTMeTutb, 4TOo Mogdenb BERT Haunbonee yBepeHHO
KnaccuuumnpyeT MNOfoXUTENbHbIE N OTpULATENbHbIE OT3bIBbl, JOCTUIasl BbICOKONW TOYHOCTM MO
3TUM KaTeropusam. [Ons uHTepnpeTauumn paboTbl mMogenu Obin npoBeaéH aHanui attention-
mMexaHuama. Npu Knaccugumkaumm oTpuuaTtenbHbiX 0T3bIBOB MOAErNb hOKycMpoBanacb Ha crnoBax
«4acToy», «npobnembl», «cbom». Hambonbllee KONMNYECTBO OWMOBOK CBSI3aHO C HEWTPanbHbIMU
OT3blBaMM, KOTOpble Hepeako coaepXaT ABYCMbICIIEHHbIE WKW  KOHTEKCTYanbHO CIOXHble
HOPMYIIMPOBKN.

1.0
= Accuracy
= Fl-score

085

0.8

3Ha4eHve MeTpuK
o
o

o
IS

0.z

0.0

LSTM BILSTM BERT

PucyHok 2 — CpaBHuTenbHoe kadectso mogenen LSTM, BiLSTM n RuBERT
no metpukam Accuracy n Fl-score

N3 pucyHka 2 BugHo, 4to RUBERT pgemoHCTpupyeT $BHOE MPeMMyLLECTBO Hapg
pPeEKYPPEHTHBIMU MOENSAMM.

AHann3 owmnbok mogenen. LSTM Hepeako HeBepHO KnaccudumumpoBana HenTpanbHble
OT3blBbl, OTHOCH UX K OTpuuaTernbHbIM. Hanpumep, BbickasbiBaHWe «J1ekunm npoxogaT BOBPEMS, HO
Martepuan gaétcsa 6bICTpo» MoAenb UHTepPNpeTnpoBana Kak oTpyuaTenbHOe 1M3-3a Hanumunsa crnos
«BbICTPO» M «HO», XOTSI NO CMbICIY OT3bIB CkOpee HeunTpanbHbii. BILSTM npogemoHcTpupoBana
fGonee BbLICOKYIO TOYHOCTb 3a CYET Yy4YéTa KOHTeKcTa B obenx HanpasneHusiX, OAHaKo Takxke
ncnbiTbiBana TpygHOCTU C NpeanoXeHUssMU CO CKpbITOW upoHuen. Tak, dpasa «[penogasatennb
BCerga crapaeTtcsl, »Xarnb, YTO He Bcerga nony4yaetcs» Oblna OTHeCeHa K MONOXUTENbHbIM,
HECMOTPSA Ha SABHbIA KPUTUYECKMA OTTEHOK. OTU MpuMepbl MOATBEMKAAIOT, YTO PEKYPPEHTHbIE
ApPXUTEKTYPbl CKIMOHHbI owmnbaTbca npu o6paboTke ABYCMbICIIEHHbBIX (POPMYITMPOBOK U HESIBHbIX
3MOUMOHanbHbIX OTTEHKOB, Toraa kak RUBERT nyduwe cnpasnsetcsa ¢ nogobHbiMu criydasiMu
6narogaps 6onee 6oratoMy KOHTEKCTHOMY NMPeACTaBNEHUIO TEKCTA.

MprMepbl KOPPEKTHO KrnaccnmumMpoBaHHbIX OT3bIBOB BKIHOYAOT dopasbl: «[1penogaBartenb
noapobHO 06BACHAET MaTepuan» — NONOXUTENbHbBIN OT3bIB, OTHECEHHbIA K KaTEropmm «kadecTBo
npenogasaHunga»; «B  cucteme 4vacto ObiBaloT  cboum» —  OTpUUATENbHBLIA  OT3bIB,
KnaccuguunpoBaHHbI Kak « TEXHUYECKNE TPYAHOCTUY. B TO e BpemMst HanbonbLume TpyAHOCTU Angd
BCEX MOAENEN BblI3blBanv MPOHUYECKME UK capKkacTuyeckne hopMynmnpoBkn, HanpumMmep: «Ecnu Bbl
nodute clopnpmsbl — MOpUXOOUMTE Ha I3TOT Kypec», OWMOOYHO MHTEPNPETUPOBAHHOE Kak
NONOXUTENBHOE.

AHanuna confusion matrix (puc. 3) nogTBepxxaaeT, YTO HanbonblLlee KONMYEeCTBO OLWMOOK y
MOZENU CBA3aHO C HEUTparibHbIMU OT3bIBAMU.

¢
>
G
&

McTumnsie knaccs:

Negative

Neutral Negative
NpeAcKazaHHbie Knaccs!

PucyHok 3 — Confusion matrix ana mogenu BERT

Positive
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OT0 nogyvépkmBaeT HeobOXOAMMOCTb OalNbHEWMLIEero COBEPLUEHCTBOBAHMS METOO0B
WMHTEepnpeTaunn CKpbITbIX CMbICIIOB M TOHamnbHbIX OTTEHKOB TeKCTa, BKIoyas ob6paboTky
OBYCMbICIIEHHbIX W CapKacTU4eckux (opmMynmMpoBoK. Hambonblasi 4acTb oOwMOOK cBsidaHa C
nyTaHULEen HenTparbHbIX U OTpUUaTenbHbIX OT3bIBOB, YTO COrflacyeTcs ¢ pesynbTaTaMy aHanusa
OLWMBOK peKYPPEHTHbIX Mogenen

O6cyxaeHMe HayYHbIX pe3ynbTaToB

Mony4yeHHble pe3ynbTaTbl AEMOHCTPUPYIOT NPENMYLLIECTBA TPAHC(OPMEPHbIX apXUTEKTYP B
3agave aHanuaa obpasoBaTenbHbIX TEKCTOB. BhisiBneHHoe npeBocxoacteo RUBERT no cpaBHeHMto
C PEeKyppeHTHbIMM MOAENAMU corfacyetcs C AaHHbIMW 3apybexHblX WccrefoBaHwun, rae
aHanornyHble BbiBoAbl 6binn caenanbl Ans RoBERTa n DeBERTa [7, 10]. B 4acTtHocTK, paboTbl
Zhang v coaBT. n Xu u gp. [11, 12] nokasanu, 4To mogenu Ha 6a3e TpaHcopmepos obecneunBaloT
0Oornee BbICOKYHO YCTOMYMBOCTb K KOHTEKCTyarlbHOW HeogHo3HavHocTw, Yem LSTM wm BIiLSTM.
PesynbTaTthl Takke nopTeepxaatoT addpekTnBHocTb BILSTM, koTtopas gemoHcTpupyeT Gonee
BbICOKYK0O TOYHOCTb MO cpaBHeHuto ¢ LSTM. 3To cBA3aHO C Y4€TOM KOHTEKCTa B 06eunx
HanpaBneHusax. OTOT BbIBOA cornacyeTcsi ¢ akcnepumeHTamm Li u coaBT. [13], rae aHanornyHbin
adpekt 6bin  3admkcupoBaH MNpwv aHanuM3e OT3biBOB B obpasoBaTtenbHou cpege. BaxHo
noaYvYepkHyTb, YTO Bbicokasi TouHoCTb RUBERT pocturaetca ueHon 6onblumx BbIMUCIIMTENbHbLIX
3aTpar. 3TOT haKTop OrpaHNYMBaET BO3MOXHOCTW €ro BHEAPEHUS B YCIOBUSAX YHUBEPCUTETOB, rae
pecypcbl MOryT ObITb OrpaHuyeHHbIMKU. B otnnume ot atoro, LSTM n BiLSTM obecneunBatot 6onee
ObicTpyto 06paboTKy NpU NpMEMSIEMOM YPOBHE TOYHOCTM, YTO AernaeT ux noaxogawmmui ans
CUCTEM, rae BaxHa CKOPOCTb OTKMMKA.

Taknum oOpa3omM, NpoBedEHHOE WCCredoBaHWE MOATBEPXKAAET YCTOMYMBYK TEHAEHLMIO:
apXUTEKTYpbl Ha 6a3e TpaHCHOPMEPOB CTAHOBATCA OCHOBHLIM MHCTPYMEHTOM aHanm3a TEKCTOBbIX
AaHHbIX, B TOM Yncne B obpasoBaTtenbHon aHanutuke. OgHaKo B NPaKTUYECKUX YCrOBUSAX BbIGOP
MoZEenu [OIKeH y4uTbiBaTb 6anaHc Mexgy KavyecTBOM Krhaccudukauum w AOCTYMNHbIMMI
BblYUCNIUTENBHLIMU pecypcamu

3akntoyeHue

lMpoBeaéHHOe wuccrenoBaHue nokasano 9PGEKTUBHOCTb MNPUMEHEHUA HENPOCETEBLIX
MOZENeN ANsi aHanu3a TEKCTOBLIX OT3bIBOB obyyatowmxcd. CpaBHeHne apxutektyp LSTM, BILSTM
n RuBERT noateepavMno npenmyliectso TpaHcOopMepHbIX pelwleHuid: mogens RuBERT
obecneunna HamebicluMe nokasatenu Accuracy, Recall n F1-score, 4tO CcTaTUCTMYECKU
noaTBePXAeHO pe3ynbTaTamu t-tecta.

HayyHas HOBM3Ha paboTbl 3aknioyaeTcs B CUCTEMATMYECKOM CPaBHUTESNbHOM aHanuse
PEKYPPEHTHBIX 1 TPAHCOPMEPHbIX apXUTEKTYP MMEHHO Ha KOprnyce CTyAeHYEeCKMX OT3bIBOB BY30B
KasaxcTtaHa. OT0 no3Bonunno npogeMoHCTPUpOBaTb BOCMIPOM3BOANMOCTb IKCNEPUMEHTOB, BbISIBUTb
3aKOHOMEPHOCTU OLIMBOK pasnMyHbIX Mogenen n 060CHOBaTb BO3MOXHOCTb MHTerpauun RUBERT
B cuctembl LMS n undposblie obpasoBaTenbHble nnaTgopmsbl.

MpakTnyeckas 3HAYMMOCTb MCCreAoBaHWs COCTOUT B TOM, YTO MPEASNIOXKEHHbIN NOOXOA
no3sonsieT aBTomaTnsnpoBatb 06paboTky oBpaTHOM CBS3N CTYAEHTOB, NOBbIWAsA OOBHEKTMBHOCTb
OLleHKM KayecTBa obOpasoBaTeNbHOro npouecca M CHwkasa TpyaosaTtpaThl npenogaBaTenen u
agMMHUCTpaL KN BY30B.

OrpaHnyeHna uccnegoBaHus CBA3aHbl C MCMOMb30BaHMEM OOHOrO Kopnyca AaHHbIX W
hOKYCOM Ha pPYCCKOA3bIYHbIX TeKCcTax. [lepCnekTMBHbIM HanpaBneHneM SBNSETCS paclumpeHune
0asbl 32 CYET Kal3axosA3blYHbIX OT3bIBOB OOYyYalOLWIMXCHA, a TakKe BKITHOYEHME MHOrOsI3blYHbIX
Konnekumn. 3OTO CO30acT OCHOBY Ans pa3paboTkM ABYA3bIMHbIX M MHOTFOA3bIYHbIX CUCTEM
obpasoBaTenbHOM aHaNUTUK.

Takum obpasoM, pesynbTatbl paboTbl AEMOHCTPUPYIOT BbICOKUIM NOTEHLUMAan HempoceTeBbIX
apxuTeKTyp B obpasoBaTenbHOM aHanuTmke u popmmnpyroT 6a3y angd ganbHenLwmx NccneaoBaHnii ¢
ncnonb3oBaHneMm coBpeMeHHbix Mogenen (RoBERTa, DeBERTa, ChatGLM) wun wmetogos
nHTepnpeTauum (attention-mexaHuamel, BU3yanusauus npu3HaKoB).
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BIMIM ANYLUBINAPAbIH MBTIHAIK NIKIPNEPIH TANOAYAbIH HENPOHAbIK XENI 8OICTEPI:
COVYIIET, OKbITY XXOHE HOTUXXENEPAI TYCIHAIPY

Makanada cmydeHmmepdiH nikipnepiH asmomammbl mypoe Xikmey ywiH KondaHbliambsiH LSTM,
BiLSTM xeHe RUuBERT Helpoxeninik apxumeKkmypasapbiHbiH cajlbicmbipMalibl mandayb! YCbIHbIIFaH.
3epmmeyde Oepekmepdi andbiH ana eHOeyze, 3MOUUOHasNObIK PEHK MeH MmakblpblnmblK acrekminepoi
eckepin KonmeH 6eneineyze, coHOal-akK KoprycmblH ceHimOinieiH Cohen’s kappa koaghepuyueHmi (0,82)
apkbinbl baranayra epekwe KeHin 6eniHdi. SkcnepumeHmmik Hemuwxenep RUBERT modeniHiH eH Xofaphbl
Osandikke (Accuracy = 0,87) xeHe F1-score = 0,85 kepcemkiwmepiHe KOl XXemki32eHiH kepcemmi, 6y t-mecm
Hemu)xesnepiMmeH cmamucmukanblKk mypfsbidaH pacmandel. CoHbiMeH Kamap, BiLSTM koHmekcmi eki
barbimma eckepydiH apkacbiHOa LSTM-meH canbicmbipraHO0a Xakcbl Homuxernep kepcemmi. Kamenepdi
manday pekyppeHmmi modenbsdepdiH belmaparn xeHe mepic nikipaepdi Xui wamacmblpamblHbiH, arn
mpaHcgopMepPIIiK apXumeKmypaHbIH eKiywmbl MY>XbIPpbIMOap MEH XachipbiH IMOUUSLIK PeHKmMepOdi 0aripek
eHOelUmiHiH Kkepcemmi. 3epmmey0iH npakmukarsbiK MaHbI30bl/biFbl cmydeHmmepdiH nikipnepiH mandayobl
asmomammaHObIpy YWwiH o83iprieHeeH macindi LMS neHn uudgbprnbik 6iniM 6epy nnamgopmanapbiHa
UHmMeepauyusinay MyMkiHdieiHdoe. bonawak 3epmmeyrnep Kasak miniHdeai MomiHOep KopriycmapbiH KeHelimyoi
xoHe RoBERTa, DeBERTa, ChatGLM cuskmbl 3amaHayu mpaHcgopmepriik mModenbdepdi KorndaHyOobl
Kammuobi.

Tylin ce3dep:. mamiHOik manday, 6inim 6epy aHanumukacel, BERT yneici, LSTM, asmomammel
Xikmey, MomiHOi eHOey, cmydeHmmepdiH kepi 6alnaHbiCbl, uHMesnnekmyandsi binim bepy xylenepi.
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NEURAL NETWORK METHODS FOR ANALYZING TEXT FEEDBACK FROM STUDENTS:
ARCHITECTURE, LEARNING, AND INTERPRETATION OF RESULTS

This article presents a comparative analysis of neural network architectures LSTM, BIiLSTM, and
RUBERT applied to the automatic classification of student feedback. Particular attention is paid to data
preprocessing, manual annotation with consideration of sentiment and thematic aspects, as well as corpus
reliability assessment using Cohen’s kappa coefficient (0.82). The experimental results show that RUBERT
achieves the highest Accuracy (0.87) and F1-score (0.85), which is statistically confirmed by t-test results. At
the same time, BILSTM demonstrates higher efficiency compared to LSTM due to its ability to capture
bidirectional context. Error analysis revealed that recurrent models most often confuse neutral and negative
feedback, while the transformer-based architecture performs better in handling ambiguous expressions and
subtle emotional nuances. The practical significance of the study lies in the possibility of integrating the
proposed approach into LMS and digital educational platforms to automate the analysis of student feedback.
Future research directions include expanding the corpus with Kazakh-language texts and applying advanced
Transformer-based models (RoOBERTa, DeBERTa, ChatGLM).

Key words: neural network text analysis, educational analytics, BERT, LSTM, automatic classification,
text preprocessing, student feedback, intelligent educational systems.
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CPABHUTEJIbHbIA AHANNU3 NPOU3BOJUTENLHOCTU BGP U OSPF
B MYJIbTUYPOBHEBbIX APXUTEKTYPAX

AHHOmauyusi: Cmambsi NMocesiuieHa CcpasHUMesibHOMy aHanu3y 08yX OCHOBHbIX [POMOKO/I08
mapuwpymusayuu - OSPF (Open Shortest Path First) u BGP (Border Gateway Protocol) 8 mynbmuypogHeabix
cemesbix apxumekmypax. B xode pabomsbi 6biriu nposedeHbl mecmsbl ¢ ucrionb3oeaHueMm Cisco Packet
Tracer Ons aHanusa pearnbHoOU npoudsodumernibHocmu oboux rnpomokonos. bbinu paccmompeHbl makue
acrekmsl, Kak 8peMsi yCmaHO8/1eHUSI COeOUHEHUS, CKOPpOCMb KOHBEP2EeHUUU, Hazpy3ka Ha pecypchbl U
eubkocmb NOAUMUKU Mapuwpymu3ayuu.
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