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A COMPARATIVE ANALYSIS OF NEURAL NETWORK MODELS ON PREDICTING
STOCK PRICES

Abstract: Due to their complex and unpredictable nature, stock market movements were always
challenging to predict. Factors like economic indicators, market sentiment, and political and global events
significantly contribute to stock price unpredictability. There are different methods to analyze risks, returns,
and average price movements, based on which investors make assumptions. Identifying patterns and making
the right decision on large amounts of data is very difficult, but nowadays, with the advancement of neural
networks, we can solve prediction problems by identifying patterns of high-dimensional sequential data. We
will analyze and compare five neural network architectures, including Recurrent Neural Networks (RNNSs),
Long Short-Term Memory networks (LSTMs), Gated Recurrent Units (GRUs), Convolutional Neural Networks
(CNNs), and Artificial Neural Networks (ANNS), to try to predict stock prices using historical data taken from
Yahoo Finance API, which is widely used and reliable for financial data analysis. We will separate historical
data into two parts, 80% of which will be trained and 20% will be tested. For each model, we will use different
hyperparameters we selected as the most effective training. Popular Python libraries such as TensorFlow,
Keras, and NumPy are used for efficient implementation. Additionally, we used preprocessing for data, such
as data cleaning and normalization, to avoid errors and enhance model performance. The models are
evaluated based on prediction accuracy using metrics like Mean Absolute Error (MAE), Mean Squared Error
(MSE), Root Mean Squared Error (RMSE), and R-squared (R?. Additionally, we use classification metrics
such as the confusion matrix and Receiver Operating Characteristic - Area Under the Curve (ROC-AUC) to
analyze each model’s performance in predicting price movement directions. We concluded that the GRU model
achieves the highest accuracy and reliability in our analysis, with notable performance in classification metrics.
Conversely, the simple ANN model shows the worst results, highlighting the variability in predictive capabilities
across different neural network architectures.

Key words: neural networks, deep learning, time-series forecasting, stock market prediction, financial
data analysis.

Introduction

With the advancement of machine learning and deep learning, stock market prediction and
pattern recognition have shifted to complex methods [1, 2]. The stock market is known for its
complexity and unpredictability, making accurate price prediction a challenging task that
researchers, investors, financial institutions, and governments are always interested in [3, 4]. The
volatility and randomness of stock prices are driven by dynamic factors that make price movements
more unpredictable [5]. Traditional statistical and econometric models often lack in accurately
capturing the complex patterns in financial data [6].

Neural networks show good results in processing large amounts of sequential data,
recognizing complex patterns, and making predictions with improved accuracy [7]. Among these
architectures, Recurrent Neural Networks (RNNs) and their advanced alternatives have also been
shown to effectively process time series data, making them suitable for financial forecasting.

For example, Gao et al. [8] compared LSTM to GRU for stock price prediction, both optimized
by least absolute shrinkage and selection operator and principal component analysis.

Additionally, convolutional neural networks (CNNSs), typically used for image processing, are
gaining attention due to their ability to identify local patterns in sequential data. [9].

The work of Mukherjee et al. [10], showed that CNN have better prediction compared to ANN.
Durairaj et al. [11] implemented CNN in combination with Chaos Theory and Polynomial Regression
(PR) for financial time series prediction in stocks indices, commaodity prices and foreign exchange
rates, and concluded that this hybrid approach is better than other models.

ISSN 2788-7995 (Print) [IIokopiM yHHBEpCUTETiHIH Xabapubichl. TexHukanbIk FeutbiMaap Ne 3(19) 2025 64
ISSN 3006-0524 (Online) Bulletin of Shakarim University. Technical Sciences Ne 3(19) 2025


https://doi.org/10.53360/2788-7995-2025-3(19)-8

In other work, comparisons between hybrid CNN-RNN, CNN-LSTM, and CNN-GRU were
made but lacked a standalone model for comprehensive analysis [12].

Artificial Neural Networks (ANNs), on the other hand, serve as simpler benchmarks for
evaluating the performance of more complex models [13].

By finding the most effective neural network model for stock price prediction we will help other
researchers and practitioners to choose the right model for implementation of neural networks in
predictive tasks.

Materials and Methods

We use different neural network architectures to predict stock market price movements and
outline the data sources, preprocessing steps, model architectures. Timeframe of 5 years were used.

Data preprocessing is a necessary step for preparing time-series data because it will help
suit our data for neural network training [14]. Steps include data cleaning and normalization, which
means scaling the input features for optimization of training for neural networks [15].

In our study we compare five different neural network models that is used to evaluate different
aspects and efficiency of stock price behavior:

1. Recurrent Neural Networks (RNN): a model used for sequential data, that is capable of
capturing time series dependencies [16].

2. Long Short-Term Memory (LSTM): an advanced variant of RNN that solves vanishing
gradient issues which is ideal for long-term dependency learning in stock prices [17]. Gate units are
stored in layers, and processed data is stored in hidden state or cell’s state [18].

3. Gated Recurrent Units (GRU): another RNN variant like LSTM mode that is optimized for
reducing computational complexity, while retaining memory of past prices, which is very useful in our
analysis [19].

4. Convolutional Neural Networks (CNN): Applied to identify local patterns in the data using
convolutional calculations [20].

5. Artificial Neural Networks (ANN): Used to establish a benchmark, this model captures
simple relationships between inputs and outputs, providing a baseline comparison [21].

To assess model performance, we use Mean Absolute Error (MAE), Mean Squared Error
(MSE), Root Mean Squared Error (RMSE), R-Squared (R?).

Mean Absolute Error (MAE) measures the average absolute differences between predicted
(7) and actual (y;) stock prices [22].

Mean Squared Error (MSE) emphasizes larger errors, and is useful for penalizing significant
deviations:

1 n
MSE = H;(yi-yj)2 (1)

where n is the number of predictions.

Root Mean Squared Error (RMSE): Provides an overall measure of model accuracy in original
units and is the square root of MSE.

R-Squared (R?): Indicates the proportion of variance explained by the model, offering insights
into model fit quality:

2
1 (y;%)

n 2
i=1(yi'Y)

These metrics are important, because they provide quantitative measurement for the model’s
prediction accuracy, enabling objective evaluation and comparison of model performance across
different neural network architectures [23].

Other crucial metrics are the confusion matrix and ROC-AUC (Receiver Operating
Characteristic - Area Under the Curve).

By analyzing these metrics across multiple neural network models, we will identify an optimal
model for stock market prediction, and based on the results, we will choose the better model and will
identify what we need to include for better performance.

Results and Discussion

Figure 1 shows Microsoft's (MSFT) stock price movements and its moving averages. The 50-
day moving average is more responsive to short-term price fluctuations. The 200-day moving
average is less sensitive to short-term noise and provides a smoother representation of the long-

R%=1- )
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term price trend. It is often used as a key indicator of market sentiment and potential trend reversals.
However, the moving average is less useful for forecasting long-term time series [24].

MSFT Stock Price and Moving Averages

Figure 1 — Microsoft stock prices and moving averages

While moving averages offer valuable insights into market trends, their effectiveness can be
limited by their dependence on historical data and their inability to adapt to rapidly changing market
dynamics. To solve this problem, we propose integrating neural networks into technical analysis,
which is a promising approach, as it will provide better results.

Firstly, we split our dataset into training set (80%) and a test set (20%), and built each model
with Keras sequential model, adding different types of layers individually.

Figure 2 illustrates model layers. For the RNN model we use an RNN layer with 60 units for
sequential dependencies in the input data, dropout to reduce overfitting, a second RNN with 120
units followed by dropout, a dense layer with 20 units and ReLU activation, and 1 unit output layer.
LSTM model uses 2 LSTM layers with 60 units to capture long-term dependencies in the input data
followed by a dropout layer to prevent overfitting. The next layer is LSTM with 60 units followed by a
dropout layer, a dense layer with 20 units with ReLU activation, and 1 unit output layer.

RNN model: LSTM model: GRU model:
Model: . . - Mol * -
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Figure 2 — Model layers

In our GRU model, we have a GRU layer with 60 units for long-term dependencies, a dropout
layer to prevent overfitting, another GRU layer with 120 units, a dropout layer, a dense layer with 20
units followed by RelLU activation, and 1 one-unit output layer.

For the CNN model, we use a 1D convolutional layer, a 1D max pooling layer that helps
reduce overfitting and computational cost, a dropout layer to reduce overfitting, a flatten layer that
flattens the 2D feature maps into a 1D array, a layer with 50 units followed by a ReLU activation
function, and an output layer with 1 unit.

For a simple ANN model, we use 2 dense layers with 64 units and ReLU activation, a dropout
layer to reduce overfitting, and a dense output layer with 1 unit.

Figure 3 illustrates stock price prediction results against actual prices. While the RNN model
is accurate in trend prediction overall, it may be bad at predicting sharp market movements. The
LSTM model's strength in maintaining trend alignment with actual prices, but it may not fully capture
the rapid price fluctuations as in the previous model. The GRU model's performance shows its strong
potential for accurate stock price prediction, making it a valuable neural network model for financial
predictions. CNN model shows good results in trend prediction but like other models, it performs
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poorly in case of abrupt price changes. Itis still a useful model for stock price prediction. ANN model's
performance is less efficient for predicting MSFT stock prices, because of its inability to closely follow
the actual price trends.
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Figare 3 — Microsoft stock price prediction using neural network models

Figure 4 illustrates confusion matrices for models. The RNN model correctly predicted stock
price increases (TP = 57) more often than it correctly predicted price drops (TN = 41), but it has a
significant number of incorrect positive predictions (FP = 51) and false negatives (FN = 42). This
shows us that the RNN model overpredicts increases in stock prices very often, which can lead to
less reliable information for traders to make a decision. The LSTM model shows improved
performance with a higher number of true positives (TP = 60) and slightly fewer false negatives (FN
= 39) compared to the RNN model. It also maintains a balance between true negatives (TN = 42)
and false positives (FP = 50). This means that the LSTM model is better at predicting stock price
increases accurately and also maintains a reasonable false positive value. The GRU model
demonstrates a balanced performance with true positives (TP = 55) and false negatives (FN = 44),
and is comparable in number, as well as true negatives (TN = 44) and false positives (FP = 48). This
balance indicates that the GRU model can reliably predict both increases and decreases in stock
prices, making it a moderately effective model for stock price prediction. The CNN model has a
higher number of false positives (FP = 55) than true negatives (TN = 37), which means that it often
incorrectly predicts stock price increases. However, it maintains a higher number of true positives
(TP =57) than false negatives (FN = 42), showing that while it can accurately predict some increases,
it is less reliable overall because of the high false positive rate. The ANN model shows an equal
number of true negatives (TN = 42) and false positives (FP = 50), indicating a balanced, but it still a
poor performance. The true positives (TP = 51) are only slightly higher than the false negatives (FN
= 48), which means that the ANN model struggles to provide accurate predictions and is the least
reliable among the models tested.

Figure 4 — Confusion matrix for neural network models
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ROC Curve for CNN ROC Curve for ANN
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Figure 5 — ROC-AUC for neural network models

The ROC curve of RNN is very close to the diagonal reference line, suggesting that the model
struggles to distinguish positive from negative classes effectively (Figure 5). This significantly above-
average AUC value implies limited predictive capability for stock price movements. With an AUC
value of 0.53, the LSTM model performs better than the RNN model. The LSTM model has a slightly
better prediction, but it remains relatively weak in accurately predicting stock price movements. The
ROC curve's proximity of the GRU model to the diagonal line reflects its limited effectiveness in
distinguishing between classes. This AUC value highlights the need for further model improvement
to enhance its predictive accuracy. The ROC curve of CNN model lying below the diagonal reference
line means that it is bad with classification task. This AUC value highlights the CNN model's
inadequacy in predicting stock price movements accurately, compared to previous models. The ROC
curve of ANN is below the diagonal line means that the ANN model is ineffective in distinguishing
between positive and negative classes. This AUC value underscores the ANN model's poor
suitability for stock price prediction tasks.

ROC Curves for ANN, LSTM, GRU, CNN, and ANN Models

Figure 6 — ROC-AUC for RNN, LSTM, GRU, CNN, ANN

Figure 6 shows the ROC curves together. The ROC analysis shows us that none of the
models demonstrate strong predictive power, with AUC values being around 0.5. The LSTM model
shows the highest AUC at 0.53, indicating slight but insufficient improvement over random
classification. The GRU and RNN models follow closely, while the CNN and ANN models
underperform with AUC values of 0.49. Our analysis shows that none of these models can
adequately predict if stock will go up or down, which means that we have the potential to improve
our model’'s performance and that we should focus on increasing the AUC value for all of them.

We analyzed metrics, like MAE, MSE, RMSE, and R squared, as shown in Table 1. Based
on the analysis of the performance metrics across various models, we observe distinct differences
in accuracy and prediction quality. The GRU model outperforms the other models, showing the
lowest error rates and highest R squared value. This demonstrates that in our analysis of metrics,
GRU is the most precise and reliable model among those tested, because it has the lowest MAE of
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5.36, MSE of 43.53, and RMSE of 5.81, which means that there are small differences between
predicted and actual values. The R squared value of 0.82 also means that the GRU model’s
prediction fits the data most. On the other hand, the poorest performance is demonstrated by the
ANN, and it shows the highest error metrics overall: an MAE of 19.84, MSE of 472.89, and RMSE of
21.74, which reflect large prediction errors. The negative R squared value of -0.98 further
demonstrates its inadequacy in prediction in our analysis. Other models, such as RNN, LSTM, and
CNN, also show different degrees of prediction accuracy. The LSTM and CNN models perform well
as well, in which LSTM achieves MAE of 6.18 and an R squared value achieves 0.76, the CNN
showing MAE of 7.43 and an R squared of 0.61. These metrics show that while they are more
accurate than the RNN, their performances are not better than the GRU's one. As shown in confusion
matrices, within all models a common difficult task includes balancing false positives and false
negatives, which highlights the difficulty in predicting stock price movements. While LSTM and GRU
generally perform better than CNN and ANN because of their ability to keep information about
previous time data, they still produce a significant number of incorrect classifications, especially in
volatile market conditions.

Table 1 — sequential neural network models performance comparison

Models MAE MSE RMSE R?
RNN 7.02 73.42 8.57 0.69
LSTM 6.18 56.26 7.5 0.76
GRU 5.36 43.53 6.59 0.82
CNN 7.43 93.52 9.67 0.61
ANN 19.84 472.89 21.74 -0.98

Conclusions

In our paper we provided a comprehensive analysis of several neural network architectures
for stock price prediction, highlighting the advantages and disadvantages of each model in their
predictive accuracy and efficiency. With the help of Python libraries, we could initialize each model
and test them. Our findings demonstrate that the Gated Recurrent Unit (GRU) model slightly
outperforms other architectures, demonstrating superior accuracy and reliability compared to them,
as shown by its low error metrics (MAE, MSE, RMSE), high R-squared (R?) value, and good
performance in classification metrics, including a confusion matrix and Area Under the Curve -
Receiver Operating Characteristic (AUC-ROC) score.

The GRU model's relatively low false positive rate means that it better fit for real-world trading
applications where minimizing risk is as essential as maximizing profit.

In contrast, the Artificial Neural Network (ANN) model showed less effectiveness, with its high
error metrics, a negative R? value, and lower AUC-ROC performance. Overall, ANN demonstrated
worse results for our study.

Moderate predictive capabilities are demonstrated by other models, like the Recurrent Neural
Network (RNN), Long Short-Term Memory (LSTM), and Convolutional Neural Network (CNN). While
the LSTM and CNN models showed better performance than the RNN, they are still behind GRU.
Our results show that we need to focus on improving the performance of ROC-AUC scores for all
models because, due to the stock market's dynamic nature, it is still very difficult for neural network
models to predict movements, as trying to buy or sell a share is very similar to flipping the coin. In
our future studies, we will try to implement a newer neural network model or add additional input
data and change hyperparameters.
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CPABHUTENbHbIA AHANWU3 MOAENEN HENPOHHBbIX CETEW ANA NPOrHO3MPOBAHUA
LIEH AKLUIA

lMpozHo3uposaHue OuHamuKku ¢hoHO0B020 pbiHKA OCmaemcs CcrioxHoU 3adavyel Uu3-3a €20
gonamusibHOCMU U HerpeodckadyeMocmu. OKOHOMUYEecKue [1oKa3amersu, PbIHOYHbIE HAacmpoOeHuUs U
enobarsibHble cobbImusi OKa3bl8arom 3Ha4yumesibHoe 8/UsHUE Ha KonebaHusi UeH akyudl, Ymo 3ampyOoHsem
MOYHOEe [PO2HO3UpOB8aHuUe mMpeHO008 uHeecmopamu. TpaduyuoHHble MemoObl OCHO8aHbl Ha aHasu3e
UCMOPUYECKUX PUCKO8, O0XOOHOCMU U UEHOB8bIX MammepHo8, 00HaKo amu noOxo0bl UMeKm O02paHU4YeHUst
npu obpabomke 6ornbwiux 06bemMoe GaHHbIX. C pazsumuem 251ybUHHO20 06y4YeHUsT HeUPOHHbIE cemu cmarsu
MOWHbIM UHCMPYMEeHMOM 011 Po2HO3Upo8aHUs yeH akyul. B amom uccrnedosaHuu Mbl cpasHU8aeM rsimap
apxumeKkmyp HeUpPOHHbIX cemedl: peKkyppeHmHbie HelpoHHble cemu (RNN), cemu donzospemeHHoU
KpamkospemeHHol namamu (LSTM), ynpaenaemsie pekyppeHmHbie 6noku (GRU), ceepmoyHbie He lipOHHbIe
cemu (CNN) u uckyccmeeHHbie HelipoHHble cemu (ANN). B kadecmee ucmoyHuka OaHHbIX UCMOb3yemcs
Yahoo Finance API, komopbil sensemcs HadexHoU U WUpoKo ucronb3yemol nnamgopmol 0ns
¢uHaHco8o20 aHanu3a. Micmopuyeckue OaHHble pasdernieHbl Ha oby4darowyro eblbopky (80%) u mecmosyro
8b1bopky (20%), a euneprnapamemps! nodbuparomcs 0nsi 00CMUXeHUsT onMmuMarbHbIX pe3ybmamos. Mbi
rpoeodum ripedsapumerbHy0 06pabomky daHHbIX, 8K/IHOYasT O4YUCMKY U HOpMaru3auuro, Ymobbi Mosbicumab
moyHocmb U 3thghekmusHocmb Moldenel. [ns oueHKku pabombl modesield UCMOSb3YHMCs CPeOHSs
abcomomHas owubka (MAE), cpedHeksadpamuyHas owubka (MSE), kopeHb u3 cpedHekgeadpamu4HOU
owubku (RMSE) u koagpgpuyueHm OemepmuHauyuu (R?). Kpome mozo, Mbl ouyeHusaem MmoO4YHOCMb
Knaccugukauyuu ¢ ucronb3oeaHueM Mampuuybl owubok u nnowadu nod kpusoli ROC (ROC-AUC).
Pesynbmamei noka3ssigarom, Yymo modenb GRU npesocxodum Opyaue, obecneyusas Hau8bICWYH MOYHOCMb
U Ha0exXHOCMb KaK 8 pe2pecCUOHHbIX, MakK U 8 KriaccugukayuoHHbIX Mempukax. B mo xe epemsi npocmas
modenib ANN demoHcmpupyem xydwiue pe3ynibmamabi, 4mo nodyepkueaem 3HaYUMesibHbIe Pasfuyus 8
rnpedckaszamesibHOU CriocobHOCMU pa3sfiuyHbIX apxumekmyp Helpocemedl. Omu ebieodbl nodmeepxdaom
B8aXXHOCMb 8blbopa npaesunbHol Modenu 0Onsi (hUHAHCOB020 [PO2HO3UPOB8aHUS], MOCKOMbKY Memodkl
anybuHHo20 oby4veHus npodoskarom passusambeCs U M08biLame MOYHOCMb rpedckadaHuli ¢hoHO08020
PbIHKa.

Knroyesnie cnoega: HellpOHHbIe cemu, arlybuHHOe 0by4eHuUe, MPO2HO3UPO8aHUE 8PEMEHHbIX PSd0s,
rpo2Ho3uposaHue hoHA08020 pbiHKA, aHalu3 hUHaHCOB8bIX OaHHbIX.

0. AMpuH?, C.MyxaHOBf, C. Amanxonosa?, 6. AmMupranues?
IXanbikapanblk aknapaTTblk TEXHONOrnsinap yHMBepcuTeTi,
050000, KasakctaH Pecnybnukacsl, Anmarthl K., MaHac keweci, 34/1.
2ActaHa IT University,

010000, KasakctaH Pecnybnukackl, ActaHa k., MaHrinik En gaHfbinel, 55/11
*e-mail: s.mukhanov@astanait.edu.kz

KOP HAPbIFbl BAFAJIAPbIH BOJDXAYFA APHAIFAH HEAPOHABIK XENI MOOENbAEPIHIH
CAJbICTbIPMAIDbI TANOAYbI

Kop HapbifbiHbIH KO3fFanbiCbiH 60s/mKay OHbIH Mmypakchli3 XoHe 6bomkaHbalmblH maburfambiHa
6alinaHbicmbi Kypdesni miHOem 6ornbin Kana 6epedi. IKOHOMUKarbIK Kepcemkiwmep, HapblIKMbIK KOHI-Kyl
XoHe XahaHObIK oKuranap akyusi 6arackiHblH e32epyiHe alimaprbikmat acep emedi, 6y uHeecmopnapObiH
mpeHAdmepOdi dan bosmkaybiH KubiHOamalbl. [Jocmypni adicmep mapuxu mayekendepdi, Kipicmepdi xoHe
bara yneinepiH mandayra HeeziddenzeH, bipak onap yrkeH Kenemoeai Oepexkmepdi muimOi eHOeyde
wekmeynepze ue. TepeH OKbimyObiH OaMyblHbIH apkacbiHOa HeUpOoHObIK Xxerinep akyus baracbkiH
b6omkaydbiH Kyammbl KypasbiHa altHandbel. byn 3epmmeyde 6i3 bec HelpOoHObIK Xesi apxumeKkmypachiH
carnbicmbipambli3: KalumanaHamblH HelpoHObiK xeninep (RNN), y3ak kbicka mep3imOi xadbl xeninepi (LSTM),
backapbinamsiH KatimanaHamsiH 6nokmap (GRU), ceepmkiw HelipoHObiK xesninep (CNN) xxoHe xacaHOb!
HelipoHObIK xeninep (ANN). Jepekmep ke3i pemiHde Yahoo Finance API natidanaHbinadbl, 051 KapXbiibiK
manday yWwiH KeHiHeH KondaHblamblH ceHiMOi nrnamegopma 60sbin mabsinadel. Tapuxu depekmep OKbimy
XublHmMbIrbiHa (80%) xoHe cbiHak XubiHmblrbiHa (20%) 6erniHedi, an eH XaKCbl Homu)xeae KOJl Xemkisy yWwiH
aunepnapamemprnep pemmenedi. [Jepekmepdi andbiH ana eHOey masapmy XoHe KarbirnKa Kesimipy apKbisibi
Xy3eee acbipbinadbl, byn modenb0epldid dsndiei meH muimdiniaiH apmmabipadbl. ModenbdepliH XyMbICbiH
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baranay ywiH opmawa abcomommik kame (MAE), opmawa keadpammbik kame (MSE), opmawa
keadpammbik KameHiH myb6ipi (RMSE) xoHe demepmuHauus koaghpguuyueHmi (R? KondaHbinadsl. COHbIMEH
Kamap, kamernep mampuuacs! xaHe ROC kucbirbl acmbiHOarbl aydaH (ROC-AUC) apKbinibl Knaccughukauusi
Oendiei 6aranaHadbl. 3epmmey Homuxenepi GRU mModeniHiH eH xorapbl 08/10iK NeH CeHiMOINiKKe ue eKeHiH
KepcemeOi, o5l peepeccusisiblK XoHe Kraccugukauyusnbik mempukanap 6olbiHwa y30ik Hemuxe bepeoi.
KepiciHwe, kapanalibiv ANN modeni eH oncisa Hemuxenepdi kepcemedi, byn sapmypsii HeUPOHObIK Xeni
apxumekmypanapbiHblH 60rmkamOblK  MyMKiHOIKmepiHOeai  alibipMawnblnbiKmapob!  alikbiHOalobl. by
KopbimbIHObIIap KapXbliblK 60/mkam xacay ywiH dypbic Moderib0i maHdaydblH MaHbI30bIbIFbIH pacmadosl,
elimkeHi mepeH oKbimy adicmepi yHemi dambirl, KOp HapblfbIHbIH 6bomkamoOapbiH xakcapma 6epedi.

TytliH ce3dep: HelipoHOLIK Xerlinep, MepeH OKbIMY, yakbimmblK Kamapapobl 6osxay, KOp HapbifFbiH
bornxay, KapxblnblK 0epekmepdi manday.
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