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CLUSTERING AND CLASSIFICATION OF DISEASES USING STOCHASTIC
DYNAMIC OPTIMIZATION

Abstract: This study presents a hew approach to the optimization of Natural Language Processing
(NLP) techniques for medical entity recognition and disease classification. By leveraging patient queries and
PubMed article abstracts, the research uses advanced extraction methods to identify biomedical entities and
diseases from medical texts. Diseases are grouped using a combination of TF-IDF and K-means clustering,
and classification models are then applied to predict disease clusters based on known entities. A key
innovation of this work is the use of Stochastic Dynamic Optimization to fine-tune parameters, significantly
enhancing clustering and classification performance.

Experimental results demonstrate that the proposed method improves the accuracy of extraction and
classification, outperforming traditional methods in terms of precision and scalability. This scalable and efficient
approach to biomedical data analysis has the potential to support future clinical decision-making, enable
personalized medicine, and provide valuable healthcare insights, ultimately contributing to improved patient
outcomes and more effective research workflows.

Key words: Machine Learning, Stochastic Dynamic Optimization, Disease clustering, PubMed
abstracts, Medical Entity Recognition, Data Extraction, Healthcare data optimization.

Introduction

The rapid expansion of biomedical literature and the increasing volume of patient-generated
data present significant challenges for healthcare systems. Understanding unstructured medical
texts from the growing medical information becomes an inefficient task for traditional data analysis
methods, which struggle to keep up with expansion rates [1, 2]. The fundamental technology Named
Entity Recognition (NER) encounters difficulties when processing medical entities because medical
language proves complex along with its domain-specific jargon and information presentation
irregularities across medical sources. Medical institutions require modern techniques that produce
scalable evaluations using efficient methods with high accuracy to analyze their extensive healthcare
databases. Current methods fail to build interconnected frameworks, which unite patient-dependent
inquiries with medical contents to provide meaningful results while being easy to interpret. The
existing gap prevents healthcare providers from using personalized and efficient decision-making
approaches during clinical situations.

Our investigation establishes a new medical entity detection system with disease
classification capabilities through the integration of modern extraction tools alongside clustering
algorithms and operation optimization. The alignment between patient queries and disease clusters
creates more precise disease predictions that professionals can easily understand through
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enhanced interpretability. The research develops systems, which link unstructured biomedical
information to clinical use resulting in solutions able to support both better medical decisions and
customized treatments and expanded healthcare delivery. A more powerful adaptive tool emerges
from our study, which will facilitate the handling of complex biomedical data thus leading to superior
patient care and streamlined healthcare study processes.

Literature review

Similar research works have been done in this sphere. Da Silva et al. [3] propose a method
that jointly performs NER and relation extraction (RE) on oncology. In their work, they process
unstructured clinical data coming from Brazilian Portuguese hospitals and clinics, using BERT and
BiLSTM models to identify entities and categorize relations accurately. Nevertheless, the model is
adaptable to other clinical specialties, but it requires re-annotation and adaptation if used in domains
without annotated resources or pre-trained models.

Miah et al [4] introduced MedNER, a BiLSTM based framework to identify drug and disease
entities in biomedical texts. On a COVID-19 dataset, MedNER was tested and achieved F1 score of
98%. Although the model integrates domain specific embeddings, the fact that it uses COVID-19
datasets introduces a risk of lack of generalizability to the model and needs to be fine-tuned on
broader and more diverse corpora for broader applicability.

Chen et al. [5] and Tang et al. [6] addressed the boundary ambiguity for Chinese medical
texts with boundary-enhanced framework. Performance across models was demonstrated, with the
model performing very well on entities with observable start and stop points. While this approach is
effective with Chinese medical text, other languages could benefit from a fine tuning for datasets
with different syntactic structure.

In their work, Zhang et al. [7] applied BiLSTM+CRF model to entity recognition in
gastrointestinal endoscopy reports. Using BIOES encoding, they were able to fine tune the model
on annotated reports and obtain F scores of 97,71% for Position and 95,57% for Organs.
Nevertheless, it relies on annotated data and is not feasible for environments with scarce data.

The authors of "Patient Clustering Optimization with K-Means in Healthcare Data Analysis"
[8] use the K-Means clustering algorithm to improve grouping methods for healthcare data. The
researchers use interpretive thinking with deductive methods to enhance efficiency and test
resilience of their algorithm. The research demonstrates how demographic patient groups require
proper clustering which receives its accuracy validated through strict verification procedures. Future
research could pursue scalable models combined with hybrid approaches alongside interdisciplinary
partnerships. Ershadi et al. [9] presents a novel approach for medical classification enhancement
through their paper “Applications of Dynamic Feature Selection and Clustering Methods to Medical
Diagnosis” that combines dynamic feature selection with adaptive clustering techniques. The study
implements K-means and fuzzy c-means and particle swarm optimization clustering technigues,
which address imbalanced medical datasets characteristics.

Materials and methods

Our workflow included parsing of the data, medical entity recognition out of queries and
parsed abstracts, vectorization, disease clustering and classification and optimization. Full
methodology is shown in Figure 1:

i
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1

Figure 1 — Proposed methodology
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Dataset. In this work we used the PubMed Central (PMC) dataset conducted by Zhao et al.
[10]. This dataset includes over 167,000 patient summaries and over 3.1 million annotations
connecting patients to relevant articles, as well as over 293,000 annotations connecting patients to
similar cases. The dataset structure consists of patient_id, patient_uid, PMID, file_path, title, patient
summary, age, gender, relevant_articles, similar_patients.

Entity recognition and Text Vectorization. Our first step in this research after parsing all the
articles presented in PMC dataset is extracting structured information from unstructured textual data
— named entity recognition. We identified key biomedical entities including diseases, organs,
pathological formations, etc. and other critical terms by analyzing patient queries and biomedical
literature abstracts. These entities are used as important features for downstream analytical tasks
such as clustering, classification and understanding disease characteristics.

In this research work, as shown in Figure 1, we used the pre trained NER model
en_ner_bcb5cdr_md from scispaCy that is specifically designed for biomedical text processing. The
model was trained on corpora like PubMed and excels at detecting and classifying biomedical terms
into pre-defined categories like DISEASE, CHEMICAL and ANATOMICAL_ENTITY. It is lightweight
and computational efficient and perfectly suitable for tasks done on CPUs.

We used two complementary approaches for text vectorization: Diseases extracted from
abstracts and BioBERT embeddings of entities in user queries. TF-IDF also highlighted statistically
significant disease terms by highlighting different terms and down-weighting less informative ones.
Through this dual strategy, we were able to take advantage of the advantages of both methods. TF-
IDF allowed us to discover previously hidden patterns in disease data that bridge gaps and connect.
User queries were given depth through BioBERT embeddings, which made their complexities into
representations between queries and the disease clusters.

K-Means Clusterization and Annotation. We conducted entity recognition for the user queries
and the abstracts of the PMC dataset. The main goal was to identify mentions of diseases so that
particular attention could be given to related medical concepts. We used a state-of-the-art Named
Entity Recognition model fine-tuned on biomedical text, which shows good performance in the
detection of disease-related entities. The disease names were, therefore, extracted for each article
in the dataset, hence forming a list to be used for the foundation of clustering and analysis thereafter.
Articles sharing similar disease characteristics were grouped together. Importantly, the optimal
number of clusters was determined using SDO. This method allowed the systematic exploration and
fine-tuning of cluster configurations to maximize the cohesion and separation of the clusters.

Disease Classification with Cluster Labels. The proposed classification pipeline executes
KMeans clustering with biomedical entity extraction from patient queries to achieve precise disease
predictions (Figure 2). This system utilizes disease classifications alongside particular features in
gueries to achieve comprehensive diagnosis capabilities while analyzing patient cases.

PCA Component 2

Figure 2 — KMeans clustering of diseases with PCA visualization

The KMeans cluster labels act as the target variable (y) while representing the disease
groups which were identified through biomedical abstracts. The input features (X) consist of
biomedical entities obtained from patient inquiries which are transformed into BioBERT embeddings
to preserve domain-related contextual information.

The Decision Tree Classifier served for classification due to its interpretation abilities and
performance benefits. The model parameter max_depth was optimized through SDO by finding the
best balance between F1-score and understanding of the model to prevent either overfitting or
underfitting.
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The integration of cluster-based labels together with query-specific entities brought better
classification precision while providing easier understandability to results. The model detects patient
gueries in relation to disease groupings, which results in interpretable prediction outputs. The SDO
optimization process delivered optimal efficiency together with accurate performance.

Stochastic dynamic optimization. In order to refine these biomedical NLP pipelines, we offer
a method that is driven by optimization, and applies in the domains of NER, clustering, and
classification. In our approach, we use Stochastic Dynamic Optimization (SDO) to maximize
exploration and exploitation in tuning min_df, vector_size, n_clusters, max_depth and other
parameters. For classification, it optimizes the F1-score, and for clustering, the Davies Breident
Index (DBI) is maximized which helps in the downstream tasks, not only precision but also cohesion.

The network architecture consists of:

e Input Layer: state vector, s € R*;
e Hidden Layers: Two fully connected layers with ReLU activation;
e Output Layes: Q(s,a) € RS.

The Q-Network is trained to minimize the error between the predicted Q-value and the target

Q-value, defined as:

Loss = E [(Q(s, a) — (r +y max Q(s', a’)) 2)] (2)

This iterative update ensures that the Q-Network learns to approximate the true Q-values,
improving the agent's ability to make optimal decisions over time.

To balance exploration (discovering new actions) and exploitation (leveraging known
information), we employ an g-greedy policy. The agent selects an action a as follows:

(3)

The parameter € decays over time, enabling the agent to prioritize exploration in the initial
training phases and shift toward exploitation as it gains experience. This decay is critical to ensuring
the agent avoids suboptimal solutions while converging to high-reward actions.

The reward function, central to guiding the agent’s learning, combines clustering and
classification performance:

_ {argmaxarQ(s, a'),with probability 1 — € (exploitation)
B Random action, with probability € (exploration)

(4)

This approach allows the agent to dynamically discover optimal parameter configurations,
ensuring balanced performance across both clustering and classification tasks. By approximating Q-
values with a neural network and systematically exploring the parameter space, the agent effectively
learns a policy that maximizes the reward function and achieves consistent improvements in
biomedical pipeline performance.

Results

Overall, using TF-IDF and BioBERT together for vectorization provided a robust
representation of the dataset, balancing between precision and semantic richness. The one mapped
the terrain, the other traced paths; always communicating user queries to disease clusters in the
language of context and meaning.

The number of clusters were chosen by the optimization algorithm. The graph on Figure 3
shows how the DBI value changes when different numbers of clusters are used to group diseases.
DBI measures cluster quality and shows better results when the value stays low. DBI shows its
lowest numbers of 7 and 8 clusters which proves strong cluster unity and distinct cluster divisions:

Reward = F;score +
1+DBI
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Figure 3 — DBI and number of clusters
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The graphs below, in Figure 4, show how reward performance changes when vector size,
min_df, n_clusters, and max_depth values change in the system. The series of plots show how these
settings impact the reward system's results which demonstrate system performance. The top-left
graph shows the connection between reward and vector dimension size. The reward score grows
steadily up to 100 dimensions before showing a rapid rise. A vector size of 200 delivers the optimal
performance because it provides better representation strength than smaller or larger embedding
dimensions. At 120 dimensions, the embeddings show clear improvements because they achieve a
sufficient level of semantic understanding.

Reward vs Vector Size Reward vs Min DF

60 80 100 120 140 160 180 200 001 002 003 004 005 006 007 008

Reward vs N Clusters Reward vs Max Depth

2 25 0 r 65 20 75 80 as
t max_depth

Figure 4 — Dependency of Reward from each parameter

Figure 5 illustrates the relationship between Word2Vec vector size and classification
performance (Accuracy and F1-score). Our study evaluates vector sizes from 50 to 200, showing
that performance drops when the size decreases below 100, as reduced dimensionality leads to a
loss of semantic information. Performance improves as vector size increases from 150 to 200,
enhancing contextual understanding. The highest Accuracy (0.75) and F1-score (0.72) are achieved
at 200 dimensions, demonstrating that larger vector spaces contribute to better disease
classification. Shaded bars indicate measurement variations.

Accuracy & Fl-score vs Vector Size
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Figure 5 — Accuracy, F1 score and Vector Size

Discussion

Our research proves that disease classification together with clustering needs
hyperparameter tuning to achieve significant results. Performance improves when using bigger word
vector dimensions although additional increases after 200 dimensions do not significantly benefit
accuracy versus computational cost.

Clustering and classification achieve their best results through identifying proper cluster
numbers. If cluster numbers exceed their optimal limit they split essential disease traits while lower
cluster counts fail to recognize significant medical distinctions. The study demonstrates 17 clusters
represent the most clinically relevant solution. Max_depth controls Decision Tree depth in a way that
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optimal results emerge after seven or eight levels while demonstrating the necessity of cross-
validation to prevent overfitting.

Medical text processing techniques for extraction of biomedical entities from patient data
along with PubMed articles create essential fundamental elements for disease classification
systems. SDO-based hyperparameter optimization serves as an enhancement for classification
results by finding balanced solutions between accuracy rates and interpretability alongside
computational demands.

Conclusion

This work shows that robust feature extraction techniques and fine-tuned hyperparameters
are essential for efficient disease classification and clustering. Our method combines word vector
embeddings, clustering, classification, and biomedical entity recognition, optimizing each stage for
increased scalability and accuracy.The main conclusions indicate that the best results are obtained
with a vector size of 200, min_df between 0,03 and 0,05, 17 clusters, and a Decision Tree depth of
7-8. Model tuning is further improved by stochastic dynamic optimization (SDO), which maintains a
balance between computational efficiency and accuracy.

This system facilitates automated clinical decision-making and biomedical research by
organizing PubMed abstracts and patient queries into meaningful iliness clusters. For even more
accurate categorization, future research should concentrate on better illness mention monitoring and
increased contextual representation using BERT-based embeddings.
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KNACTEPU3ALUUA N KNTACCUDPUKALINA 3ABQJ1EBAHI/II7I C NOMOLLbIO CTOXACTUYECKOM
ANHAMUYECKOU ONMTUMU3ALIUN

B d0aHHOM uccnedosaHuu npedcmasneH HO8bIlU Modxol0 K onmumu3ayuu memodos obpabomku
ecmecmeeHHo2o s3bika (NLP) 0nsa  pacriosHasaHus MeOUUUHCKUX O06bekmoe U  Kriaccugukayuu
3abornesaHuli. Micrionb3ys 3anpockl nayueHmMos u aHHomauuu cmamed e PubMed, e cmambe npumeHsiromesi
nepedosbie Memodbl u3enedyeHUss uHopmayuu Ons  8biageHuss buoMeduyuHCKUX cyuwHocmel u
3abornesaruli. 3abonesgaHusi 2pynnupyromcs ¢ nomMowbio kombuHauuu TF-IDF u knacmepusayuu K-means,
a 3amem ripumeHsitomces Mooesiu Knaccugukauyuu 0ns npedckaldaHusi Kriacmepos 3abonesaHuli Ha OCHO8e
u38ecmHbIX cyujHocmed.

Knrouwesbim  Hoswecmeom OaHHOU pabombl si6fs.emcs  UCMOMb308aHUE  CMoXacmu4yecKkol
QuHamuyeckol onmumu3ayuu Onsi mMoYHoU HacmpoUKu fapamMempos, 4Ymo 3Ha4qyumersibHO [oebiuaem
aghgpekmusHoOCcMb Knacmepusayuu u knaccugukayuu. Kpome moeo, uccrnedogaHue aHanu3upyem e/usiHue
pasmMepos8 8eKMOPHbIX ripedcmassneHuli €108, Konudecmea Krnacmepos u anybuHbl depesa peweHuli Ha
Umoeosytd MoYHOCMb MOOesnU. JOKcrepuMeHmarbHble pe3yfbmambl oKa3bi8arm, 4Ymo MpedroXeHHbIl
mMemod roebiaem mMOYHOCMb U38/eYEeHUsT U Knaccugpukayuu MeduyUHCKUX 3HaHul, rpeeocxodsi
mpaduyuoHHble MemoObl [0 MmMoYHocmu U Macwmabupyemocmu. 3mom macwmabupyembit U
abgbekmuegHbIli M00x00 K aHanuly 6UoMeOUUUHCKUX OaHHbIX MOXem MOMOYb 8 MPUHAMUU KITUHUYECKUX
peweHuli, obecriedumb epcoHanU3UpPoBaHHy0 MeOuUyuHy u rnpedocmasumpb UEHHble C8e0eHUs O
30pasooxpaHeHuu, 4ymo 6ydem criocobcmeogams yryHWeHUD COCMOSHUS MayueHmos8 U [108bileHUK
aghgpekmusHocmu uccredosamesibCKUX MpoUeccos.

Knroyeebie cnoea: MawuHHoe o6yuyeHue, Cmoxacmudeckass OuHamu4yeckass onmumu3auus,
Knacmepusayus 3abonesaHut, PubMed cmambu, Pacrio3HasaHue meduyuHckux ob6bekmos, Onmumusayusi
MeOUUUHCKUX OaHHbIX.

A.M. AmaHTan*, )K.M. MaxambeTtanu
KasakcTtaH-bputaH TexHukanblK yHUBepCcuTeTi,
050000, KazakctaH Pecnybnukachbl, Tene 6u keweci, 59
*e-mail: ai_amantay@kbtu.kz

CTOXACTUKANbIK AUHAMUKAINbIK OHTAMNAHObLIPY APKbINbl QUArHO3OEPAI KNACTEPIEY
XOHE XIKTEY

byn 3epmmey meduyuHanbiK HbicaHOapdbl maHy xoHe OuazHo30epdi Xikmey ywiH maburu mindi
eHOey macindepiH. (NLP) oHmadlnaHObipydbiH xXaHa adicmepiH ycbiHaldbl. MayueHmmepdiH cypaHbicmapbl
meH PubMed makananapbiHblH aHHOmMauusinapbiH natdanaHa ombipbirl, Makasada 6uomeduuyuHasbiK
HbicaHOap MeH aypynapdbl aHbIKmay ywiH akrnapammbai anydbiH 03biK 8dicmepi kondaHbinadsl. JuaeHo3dep
TF-IDF xsHe K-means knacmeprey KoMbuHauusiCbl apkbiiibl mormacmsipbliiadsl, codaH KeliH 6enaini
cybbekminepeae HezizdenzeH aypy KrnacmepriepiH 6ormkay ywiH Xxikmey ynainepi KondaHblnadsbi.

byn xXymbicmbiH Heei3ai XaHanbifbl — napamemprepdi Oen banmay ywiH cmoxacmukarbik
OuHamukasblK oHmadnaHObipyObl KondaHy. byn knacmepney meH xikmeyodiH dandieiH edayip apmmabipadsbi.
CoHbiMeH Kamap, 3epmmey ce30epdiH 8eKMOopribIK KepiHicmepiHiH enweMOepiHiH, Knacmepriep caHbIHbIH
JKOHe wewim arauwlbiHblH mepeHOigiHiH ModernbOiH COHFbI dandiciHe acepiH marndaliObl. JKcriepuMeHmMmiK
Hemuxxenep ychblHbinFaH adic Gandik neH macwmabmany 6olbiHwa Gacmypni adicmepdeH acbin mycy
apkbinbl  MeduyuHanblK HbicaHOapdbl any xoeHe xikmey QonldiciH apmmbipambiHbIiH Kepcemeoi.
buomeduyuHanbeik Oepekmepdi mandayObiH 6yn ayKbiMObl XoHe muiMOi macini KnuHukansiK wewimoep
Kabbinlayra, xekewerneHOipineeH wMeduyuHaHbl Kammamachbi3a emyee, nayueHmmepOlid xardalbiH
JxaKcapmyra coHOali-aK ocbl barbimmarbl 3epmmey rnpouecmepiHid muimdinieiH apmmbipyra biKrasa ememiH
OeHcayrbiK cakmay myparibl KyHObI 3epmmeyriep xacayra kemekmeceoi.

Tyiin ce3dep: MawuHanblk OKbimy, Cmoxacmukarnblk OuHaMuKkasblK OHmalnaHobIpy,
HuazHo30apdbl knacmepney, PubMed makananapbl, MeduyuHarbik HbicaHObI maHy, [eHcaynbiKk cakmay
canacbiHOarbl 0epekmepdi oHmadnaHobIpy.
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Al-DRIVEN OPTIMIZATION OF CRUDE OIL REFINING PROCESSES

Abstract: The integration of Artificial Intelligence (Al) in industrial automation has led to significant
improvements in efficiency, predictive maintenance, and cost reduction. This study investigates the application
of Al-based control systems in crude oil refining, focusing on optimizing process efficiency, minimizing
maintenance costs, and improving system reliability. Traditional control methods, which rely on pre-defined
rules and manual intervention, often lead to inefficiencies and unplanned downtime. In contrast, Al-driven
automation enables real-time data analysis, predictive decision-making, and adaptive control mechanisms.

Our research utilizes advanced machine learning models, including artificial neural networks (ANNS)
and gradient boosting algorithms, to optimize process parameters. These models were trained using historical
operational data and validated through simulation-based testing. Results demonstrate that Al-driven systems
reduce maintenance costs by up to 30%, improve predictive accuracy by 25%, and enhance energy efficiency
by 15%. Furthermore, intelligent control systems show high adaptability to variations in crude composition,
enabling more robust and sustainable operations.

To address the challenge of Al model transparency, the study incorporates explainable Al (XAl)
techniques such as SHAP and LIME to improve interpretability and support trust in automated decision-making
— particularly in safety-critical refinery processes. These tools provide insights into feature importance and
model behavior, facilitating better understanding by engineers and operators.

Despite the performance benefits, the adoption of Al in industrial environments faces challenges,
including high initial investment costs, integration with legacy systems, and cybersecurity risks. The paper
proposes strategies to mitigate these barriers, such as phased deployment, secure system architecture, and
hybrid control models combining Al with rule-based logic.

This research underscores the transformative potential of Al in refining operations and contributes to
the development of reliable, transparent, and cost-effective automation solutions for the energy sector.

Key words: Artificial intelligence, industrial automation, process optimization, predictive maintenance,
explainable Al, energy efficiency, machine learning, refining control process.

Introduction

The growing complexity of industrial operations and increasing energy and cost efficiency
demands have accelerated the integration of Artificial Intelligence (Al) into automation systems. In
crude oil refining, one of the most technically and economically intensive industries, conventional
control systems often fail to adapt dynamically to fluctuations in feedstock composition and process
disturbances. These limitations result in suboptimal performance, increased energy consumption,
and unplanned downtimes.
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