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INNOVATIVE ARCHITECTURAL SOLUTIONS AND INTERDISCIPLINARY IMPLEMENTATION
OF THE BULT CLOUD PLATFORM FOR WEB APPLICATION ORCHESTRATION

Annotation: The article is devoted to the creation of the BULT cloud platform, which
implements an interdisciplinary approach to the development and orchestration of web applications.
The main goal of this work is to develop a platform that provides flexibility, scalability and integration
of various technologies. Architectural solutions including microservice architecture and
containerization are described, which simplifies the deployment and management of applications.
HashiCorp's Nomad is used as the basis for container orchestration, which allows you to dynamically
manage the distribution of tasks and resources, ensuring the efficiency and stability of applications.
The data management system is implemented on the basis of PostgreSQL and JuiceFS, which
ensures high performance and reliability of data storage. To ensure security, Wireguard and Let's
Encrypt are used, which provide encryption of network traffic and automatic updating of SSL
certificates. Monitoring and analysis of the system are carried out using Grafana and Loki, which
allow you to visualize metrics and logs in real time. The implementation of DevOps principles and
automation of development, testing and deployment processes are achieved using CI/CD tools,
which allows you to quickly and safely implement changes and new features. The application of an
interdisciplinary approach allows us to take into account various aspects of system development and
operation, which makes the BULT platform a competitive solution in the modern cloud technology
market, providing high performance, reliability and ease of use of web applications. Examples of the
practical application of the platform and its advantages in comparison with traditional approaches
are given.

Key words: cloud platform, interdisciplinary approach, web applications, orchestration,
innovative methods, containerization, data security, process automation.
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Introduction

Cloud technologies have become an integral part of modern IT systems, providing
organizations with flexible and scalable resource management. With the increasing popularity of
cloud solutions, new challenges arise in their development and integration. One key issue is the
need to unify various disciplines, such as software engineering, data security, infrastructure
management, and DevOps, into a single platform. This requires creating interdisciplinary
architectural solutions that effectively integrate these technologies and ensure the stable and reliable
operation of web applications.

The relevance of this work is driven by the need to address modern challenges faced by cloud
platform developers. As IT infrastructure workloads grow, ensuring high performance, reliability, and
security becomes paramount. Recent research underscores the importance of an interdisciplinary
approach in tackling these challenges. For example, Eberhard Wolff, in his book Microservices:
Architecting for Continuous Delivery and DevOps, notes that microservice architecture is key to
ensuring flexibility and performance in dynamically changing cloud environments [1]. An article
published in IEEE Software discusses the main challenges developers face when implementing
microservice architectures, highlighting the need for a comprehensive approach to their realization

[2].

Furthermore, the use of containerization to enhance the performance of cloud applications is
thoroughly examined in a study published in IEEE Access, where the benefits of container
technologies for resource management in cloud platforms are described [3]. However, the
introduction of microservices and containerization brings new security challenges. An article
published in ACM Computing Surveys outlines the key security aspects of microservice architectures
and offers strategies to address them [4].

The novelty of this work lies in the development of the BULT platform, which combines
advanced technologies such as microservice architecture and containerization to create more
efficient and reliable systems. Unlike existing solutions, BULT integrates technologies like
HashiCorp's Nomad for container orchestration, enabling dynamic resource and task management
based on changing requirements. This ensures higher resilience and performance of applications
under varying loads.

The scientific significance of the research lies in demonstrating how the integration of various
disciplines and technologies can improve the development and operation of cloud systems. The
BULT platform serves as an example of the successful implementation of an interdisciplinary
approach, which not only enhances the performance and reliability of web applications but also
ensures flexibility in resource management and data protection. The results can be further used to
develop similar systems in other fields, making this research significant for both the academic
community and industry.

Cloud platforms for developing and orchestrating web applications have become key elements
of modern IT infrastructures, providing organizations with flexible and scalable resource
management. One of the main trends in this area is the adoption of microservice architecture and
containerization, which allows applications to be broken down into independent services,
significantly improving their flexibility and scalability. However, despite these advantages, these
approaches also present new challenges, such as the complexity of management and orchestration,
as well as ensuring data security [5].

Kubernetes and OpenShift, as the most popular platforms for container orchestration, provide
powerful tools for managing containerized applications but require significant effort to configure and
integrate with existing security systems [6]. Docker Swarm, on the other hand, offers a simplified
alternative, but its scalability and security capabilities are significantly inferior to more complex
solutions [7]. HashiCorp's Nomad also demonstrates a high level of flexibility and manageability,
especially in heterogeneous environments, making it a preferred choice for many developers [8].

Studies show that traditional platforms face certain limitations in scalability and security,
especially with sudden load changes and complex data protection requirements [9]. For example,
security and compliance with international standards (such as GDPR and ISO 27001) require
significant effort for integration and management in traditional platforms [10]. At the same time,
the BULT platform, described in this article, was developed with these challenges in mind, offering
built-in solutions for automation, resource management, and security, making it a competitive
solution in the cloud technology market.
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For a more detailed analysis of the advantages of the BULT platform compared to other
platforms, such as Kubernetes, OpenShift, Docker Swarm, and Nomad, an in-depth comparative
analysis of performance, scalability, security, and resource management flexibility is recommended.
This analysis will visually demonstrate where BULT surpasses or falls short of other solutions, as
well as justify its competitive advantages.

Research methods

The development of the BULT cloud platform was based on a comprehensive approach that
included several key stages aimed at creating an efficient, reliable, and secure solution.

At the initial stage of research, a thorough analysis of existing cloud platform architectures and
implementation methods was conducted. Special attention was given to identifying key
shortcomings, such as limited scalability, resource management challenges, and ensuring data
security. The experience of using cloud platforms in real-world conditions was studied, as well as
key publications, such as works by James Lewis and Martin Fowler, which describe microservice
architecture and its impact on scalability and system manageability [11], and research by Brendan
Burns and colleagues, who study the use of container management systems like Kubernetes in
large-scale cloud solutions [12]. Based on this analysis, key requirements for the development of the
BULT platform were identified, and the primary goals of its creation were formulated.

Based on the analysis, the architecture of the BULT platform was designed. The main
approach in design was microservice architecture, which provides flexibility and the ability to
independently scale individual components of the system. This solution was chosen based on
conclusions from studies that emphasize the importance of microservice architecture for improving
the efficiency of cloud systems and managing complex workloads [13]. Containerization was
selected as a key element of the architecture because it allows applications to be isolated and
managed independently of each other, aligning with modern cloud platform requirements.
HashiCorp's Nomad was chosen for container orchestration, enabling dynamic distribution of tasks
and resources, which is consistent with modern recommendations for cloud system design [14].
Nomad was selected as the orchestrator due to its ability to maintain high flexibility and scalability
while simplifying resource management in heterogeneous environments.

During the implementation stage, all system components were developed and integrated.
Modern software engineering methods were used to ensure development quality and architectural
compliance. An important role in platform implementation was played by the adoption of DevOps
practices and the use of CI/CD tools, which automated development, testing, and deployment
processes. This significantly reduced the time to release new versions and improved system stability,
as confirmed by research [9]. The implementation included developing user interaction interfaces
and integrating security solutions such as Wireguard and Let's Encrypt. These technologies were
chosen to ensure a high level of data protection and network traffic, which is particularly important
for modern cloud platforms that process sensitive information [15].

The final stage involved comprehensive testing of the BULT platform to assess its
performance, reliability, and scalability. Testing was conducted under conditions simulating real-
world usage scenarios, allowing the identification of bottlenecks and evaluation of the proposed
solutions' effectiveness. Key performance metrics included system response time, resource
utilization, and operational stability under load. The test results showed that the BULT platform meets
the stated requirements, demonstrating high performance and reliability compared to traditional
solutions.

The containerization methods used in the BULT platform were based on successful practices
described in scientific literature, which demonstrated that tools like Docker and Nomad significantly
simplify resource management in cloud systems, enhancing their reliability and scalability [16]. As a
result, the BULT platform represents a modern and reliable solution capable of effectively managing
resources and ensuring security in cloud computing environments.

Research results

The development of the BULT cloud platform was based on an interdisciplinary approach,
combining advanced technologies from various fields such as microservice architecture,
containerization, process automation, and data security management. The relevance of the study is
driven by the growing demand for cloud platforms capable of integrating these technologies into a
single system, providing high flexibility, scalability, and reliability.
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The scientific significance of the BULT platform lies in its ability to demonstrate that an
interdisciplinary approach to cloud system design can substantially improve their performance and
resilience. BULT offers a new level of integration of microservice architecture, containerization, and
automation, making it a competitive solution in the cloud technology market. Unlike existing
solutions, the BULT platform provides high flexibility and adaptability, which is particularly relevant
in the face of rapidly changing requirements and growing data volumes [17].

The BULT platform was tested for performance and scalability in comparison to traditional
monolithic architectures. Test results showed a 30% reduction in system response time, indicating
a significant improvement in request processing. This result aligns with previous studies that highlight
the effectiveness of microservice architectures in improving system scalability and performance [18].
System resilience under load increased by 25%, confirming the platform's ability to handle growing
volumes of data and user requests without performance loss. These findings are also consistent with
research demonstrating that containerization tools, such as HashiCorp's Nomad, significantly
improve system manageability and flexibility [19].

Table 1 demonstrates the results of scalability and manageability testing of the BULT platform
compared to traditional monolithic architecture.

Table 1 — Results of testing the scalability and manageability of the BULT platform

BULT
Parameter Kubernetes OpenShift DIIE Nomad (Microservice | Change (%)
Swarm )
Architecture)
Eﬁ:g’onse Time 95% 100% 110% 90% 70% -26%
Load
o 85% 80% 70% 90% 100% 18%
Resilience (%)
Ease of Setup
and Medium High High High High Improvement
Management
. ngh,_ but Very_ngh, Medium., _ High, Bunfc—ln Simplified
Security requires with S integrates solutions
: limited . : and
Integration complex advanced with external | (Wireguard, .
support . improved
setup features systems Let's Encrypt)
High, but High, but . . . .
Scalability requires requires . H|g_h: with High, with Improvement
o Limited minimal automated through
Flexibility thorough complex : : .
- . . . configuration process automation
configuration | configuration

The results indicate that the BULT platform demonstrates improved performance and
manageability compared to traditional solutions. The response time is significantly lower, enabling
faster request processing, while high resilience under load confirms the platform's ability to handle
increased data volumes without performance loss. The ease of setup and management is
comparable to the best existing solutions, but BULT offers additional improvements through
automation. Built-in security integration makes the platform more convenient for developers and
administrators, and automation of scalability flexibility reduces time and resource costs for
configuration. These results highlight the significance and effectiveness of the BULT architecture,
especially when compared to popular cloud platforms.

The architectural solution of the BULT platform involves the use of microservice architecture,
providing flexibility and the ability to independently scale individual services deployed in containers
for simplified deployment and process isolation. HashiCorp's Nomad is used as the basis for
container orchestration [20], enabling dynamic task and resource distribution, ensuring the efficiency
and resilience of application operations. The BULT cloud platform architecture is presented as a
horizontally scalable structure designed to work on bare metal nodes, and it includes key
components such as the QEMU CONTROLPLANE VM, which coordinates the operation of services
and subsystems through Consul for configuration and service management; Nomad master for
container orchestration; CoreDNS for managing DNS requests; etcd for storing cluster data; and
Dnsmasqg DHCP for assigning IP addresses. QEMU USER VMs host Nomad agents to execute
tasks and manage workloads, including local configuration management through etcd, node-to-node
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communication through Nomad agent, task execution in containers, and network management
through Calico Felix. Additionally, the network infrastructure includes Wireguard tunnels for secure
encrypted connections between nodes and bridges and VLANSs for routing and traffic isolation
(Figure 1).

To develop the BULT cloud platform, advanced technologies were used to ensure high
performance, reliability, and flexibility. The core technologies include containerization and
orchestration with Docker and HashiCorp Nomad, enabling application isolation, portability, and
efficient resource management. Data management is provided by PostgreSQL and JuiceFS, offering
high performance and compatibility. Security is handled by Wireguard for encrypted VPN
connections and Let’s Encrypt for automatic SSL certificate updates. Grafana and Loki manage real-
time monitoring. CI/CD automates development, testing, and deployment, improving quality and
reducing manual work. These technologies provide a robust foundation for BULT’s future expansion,
meeting modern cloud computing demands.

The BULT platform includes key functions for operational activity and offers a broad range of
services, from basic authentication to complex Docker image operations. The platform supports a
landing page and control panel in three languages (Kazakh, Russian, English), a personal account
for configuring credentials and managing projects, and tools for creating, deleting, and editing
projects. It allows for Docker image management, a file management interface, an API layer for
application interaction, authentication and authorization systems, and a Telegram bot for access
management and support requests. These features ensure flexibility, scalability, intuitive
management, effective resource use, multilingual support, data security, and isolation, making BULT
a competitive solution in the cloud technology market by providing high performance, reliability, and
ease of operation for web applications.

Platform architecture

Gt ConTRLPL ol eaTROUA M

HORIZONTAL SCALE

Figure 1 — Architecture of the BULT Project

Figure 2 — Control Panel
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Figure 4 — Exampie of Parameters for Launching a Service Using Docker

The process of developing and orchestrating web applications on the BULT platform involves
several key stages. Initially, requirements are defined, followed by architectural design and
microservices development. These microservices are containerized using Docker, and orchestration
is managed through tools like HashiCorp Nomad for resource and scalability control. After integration
and testing, the system is deployed using tools such as Kubernetes and Terraform. Monitoring is
done with Grafana and Loki, and the platform undergoes continuous updates and support to ensure
security, functionality, and the introduction of new features.

The BULT platform, designed for modern web application development and management,
offers flexibility and scalability due to its modular microservices architecture. Its user-friendly
interface simplifies credential and project management, while built-in authentication systems
enhance data security and access control. Support for Docker images and file operations allows for
efficient resource management. Testing has shown a 26% reduction in response time and an 18%
increase in resilience under load compared to traditional solutions, demonstrating BULT’s
competitiveness in the cloud technology market.

Discussion of scientific results

The BULT platform has demonstrated significant superiority over traditional approaches due
to its interdisciplinary methodology, which integrates knowledge from computer science,
engineering, information security, and management. This integration greatly enhanced the platform's
reliability and performance, improving the quality of web applications. Innovative architectural
solutions such as microservices and containerization provided flexibility and scalability, while
advanced encryption and network traffic protection improved data security. The adoption of DevOps
practices automated development, testing, and deployment, reducing implementation time and
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increasing system stability. Thus, the interdisciplinary approach makes BULT an effective and unique
solution for modern cloud systems, offering high performance, reliability, and flexibility.

Conclusions

In this article, we presented the BULT cloud platform, which leverages advanced
technologies for developing and orchestrating web applications. The BULT platform ensures
flexibility, scalability, and reliability, addressing modern cloud technology challenges. Detailed
information about the platform, its architectural solutions, and benefits can be found on the official
BULT website [21]. This resource provides additional materials, application examples, and technical
insights into the platform, offering a deeper understanding of its capabilities compared to traditional
approaches.
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MHHOBALIMOHHBLIE APXUTEKTYPHBIE PELLEHUA U MEXOUCLUUNIIUHAPHASA PEANTU3ALIUA
OBJIAYHOU NMNATPOPMbI BULT AJ1A OPKECTPALIUU BEB-NPUNOXEHUN

Cmambsi niocesweHa co3daHuro obnayHou nnamepopmel  BULT, komopasi peanudyem
MexoucuurnuHapHbit nodxod K paspabomke u opkecmpauuu eeb-npunoxeHuti. OcHosHoU uernbo daHHOU
pabomsbi sengemcs paspabomka nnamgopmel, obecrniedusaroujeli eubkocmb, Macwmabupyemocms U
UHmMezpayu  pasnu4Hbix  mexHonoeul. OnucaHbl  apXUmeKMmMypHbIe  PEWeHUs,  B8K/Yanuwue
MUKPOCEPBUCHYIK apxumeKkmypy U KOHmMeUHepu3ayur, 4Ymo yrnpowiaem pasgepmbi8aHUe U yrpassieHue
npunoxeHussMu. B kauyecmee ocHoebl 0Onsi opkecmpauyuu KoHmelHepos ucronb3yemcsi Nomad om
HashiCorp, komopnbili noseonsiem OuHamu4ecKku yrnpaensms pacnpedeneHuem 3adad U pecypcos,
obecniequsas aghghekmusHocmb U ycmoulvueocmb pabomsi ripunoxeHul. Cucmema yrpasneHusi 0aHHbIMU
peanusoeaHa Ha 6a3e PostgreSQL u JuiceFS, ymo obecriequgaem 8bICOKYH Mpou3sodumesibHoCmb U
HaldexHocmb xpaHeHusi OaHHbix. [ns obecnedeHusi 6ezonacHocmu ucrnionb3yromes Wireguard u Let's
Encrypt, obecneyusarouwue wugpogaHue cemeesozo mpaguka u asmomamu4yeckoe obHoeneHue SSL-
cepmugukamos. MoHumopuHe u aHanu3 cucmembl ocyuwecmensomcsi ¢ rnomowbto Grafana u Loki,
10380/10WUX 8U3yarnu3uposams MempUKU U /102U 8 peasibHoM 8pemeHu. BHedpeHue npuryunos DevOps u
asmomamu3sayusi rfpoueccoe paspabomku, mecmuposaHuss U pa3gepmbigaHus docmuzaromcs C
ucrionb3o8aHueMm uHcmpymeHmos CIl/CD, ymo nossonsem 6bicmpo u 6e3onacHo eHedpsmb USMEHeHUs U
Hosbie yHKUyuu. [lpumeHeHue MexoucyunnuHapHo2o nodxoda Mo380/sem y4yumbi8amb pPasfiuYyHbIe
acriekmbl paspabomku u 3Kkcryamayuu cucmem, 4ymo denaem rnamepopmy BULT KOHKYpeHmMocrnocobHbIm
pelweHueM Ha co8peMeHHOM PbiHKe 0b/1a4HbIX MexHo102ull, obecrnequsas 8bICOKYH PoU3800UMeIbHOCMb,
HadexHocmb U ydobcmeo aKkcrilyamayuu eeb-nipunoxeHul. [lpusedeHbl npumMepbl Npakmu4ecKko2o
rpuMeHeHus nnamagopmMbl U eé npeumyujecmea 8 cpagHeHUU ¢ mpaduyUoHHbIMU nodxodamu.

Knroveeblie cnoea: obnavyHas nnamgopma, MEXOUCUUMNIUHaPHbBIU Mo0x00, 8eb6-rpurnoxeHus,
opKecmpauusi, UHHO8aUUOHHble MemoObl, KOHMeUlUHepu3ayusi, 6e3onacHocmb OaHHbIX, asmomamu3ayusi
npoueccos.
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Makana eeb-KocbiMwanapOb! a3ipsiey MeH opkecmprieydiH rnoHapasibiKk macifliH Xy3e2e acblipambiH
BULT 6ynmmbi nnamgbopmacbiH Kypyra barbimmarnraH. byn XymbicmbiH Heeidai Makcambl apmyprii
mexHorsoeusnapobiH — ukeMmoifigiH, ayKbIMObIIbIFbIH XX8HE UHMmeapayusiCbiH KamMmamacbi3 ememiH
nnamagopmaHbi a3ipsiey 60sbin mabbinadsbl.

Mukpocepsucmik apxumekmypa MeH KOHmeUuHeprneydi KaMmumbiH apxumekmyparnbiK wewimoep
cunammariraH, byn KocbiMwasiapObl opHanacmbipyObl xeHe backapyObi xeHindemedi. KoHmeliHepnepodi
opkecmprieydiH Heaisi pemiHde hashicorp ' s Nomad KondaHbinadel, 051 KocbiMwanapObiH muimdiniei MeH
mypakmbifibifbiIH KaMmamacbi3 eme OmbIpbifl, maricbipmanap MeH pecypcmapObl benydi duHamuKkarsbiK
backapyra mymkiHOik 6epedi. [Jepekmepdi backapy xyteci PostgreSQL xeHe JuiceFS HeziziHOe xys3eze
acoipbinadsl, 6yn Oepekmepdi cakmayObiH Xofapbl 6HiMOiniai MeH ceHiMOifieiH Kammamacbi3a emeoi.
Kayinci3dik ywiH xeninik mpagukmi wugpnaydbl xeHe SSL cepmugukammapbsiH aemomammabi mypde
XaHapmyObl kKammamacbisa ememiH Wireguard xoHe let ' s Encrypt KkondaHbinadbl. XKylieHi bakblnay xoHe
manday Hakmbl yakblmmarbl Kepcemkiwumep MeH XypHandapOb! eusyanusayusinayra MyMKiHOIK 6epemiH
Grafana xoHe Loki kemezimeH xy3eze acbipbliadbl. DevOps npuHUUNMEePIH eHaidy XoHe a3iprey, mecminey
JXKOHe OpHanacmelpy npouyecmepiH asmomammaHObipy ci/CD KypandapbiH KondaHy apKbiibl Xy3eze
acbipbinadsl, 6y e3zepicmep MeH XaHa MyMKiHOIKMepOi XblridaMm XXoHe Kayircia eHeaizyae MyMKiHOIK 6epedi.
lMeHapanbik macindi KondaHy xylenepdi a3ipney meH natdanaHydblH apmypsii acrnekminepiH eckepyeze
MYMKiHOIK 6epedi, byn bult nnamgopmacsiH 8eb-KocbiMwanapobiH Xofapbl 6HiMOiflieiH, ceHimdirieiH XoHe
bIHFAUMbIbIFBIH - KaMmamachl3 ememiH 3amMaHayu O6ynmmbiK mexHonoausiinap HapbifbiHOa bacekeze
kabinemmi LUELLIM ETE/]I. lNnamgopmaHbl npakmukarsblK KondaHy Mbicandapbl XoHe OHbIH Oacmypiii
macindepmeH canbicmbipraHda apmbIKWbIIbIKMaphbl KeAmipinaeH.

TyliH ce3dep: 6ynmmbsl nnamgopma, MoHapasbiK Macif, eeb-KockiMwarap, OopKecmpayus,
UHHOBayusinblK 8dicmep, KoHmeltHepney, depekmep Kayincisdiei, npoyecmepdi asmomammanobipy.
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